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Introduction

Esterel [3] is a synchronous language, developed to model reactive systems with hard real-
time constraints. It offers, beside a precise synchronous semantics, constructs to express
various forms of preemption as well as concurrency. Esterel programs can be either
compiled to VHDL, and then synthesized to hardware, or to C, in order to be executed
on a COTS processor. They can also be executed on a reactive processor, like the Kiel

Esterel Processor (KEP) [2], which directly supports concurrency and preemption. The
KEP was originally designed directly in VHDL. This implementation turned out to be
very efficient. For comparison, we decided to reimplement the KEP, using Esterel as the
description language. We expected the following advantages from this implementation:

• The implementation in Esterel gives a formal reference for the behavior of the KEP.
• Via the C code generation, we also get a software simulation of the KEP, which can be

used for testing the implementation and in classes on reactive processing.
• Having a non-trivial project to evaluate the efficacy and efficiency of designing hardware

with the current Esterel v7, as well as the usability of Esterel-Studio [1]. In particular,
we wanted to test whether efficient hardware could be developed in Esterel, without
prior knowledge in hardware design.

Developing with Esterel v7 and Esterel-Studio

We used the software generation from Esterel for regressions tests. While the generated
code is assured to behave exactly like the generated hardware, the software generation
is much faster. The software can be extended to log its input in a simple trace format.
When an error occurs, these trace file can be executed inside the Esterel-Studio simulator,
to see the internal state of the model when the error occurs.

Esterel-Studio allows to formally verify properties of the program like the equivalence
of different modules and assertions, which can be either written manually, or generated
automatically, e. g., to test for overflows. While a global proof of all assertions is not
possible for medium size projects, the equivalence test turned out to be useful. A simple
and probably inefficient description of a module can be written and tested. Thereafter,
an optimized version of the same module is written, and its equivalence to the original
implementation can be formally proven.

Esterel-Studio also allows early performance evaluation, by giving a rough approx-
imation of the used registers without actually synthesizing the hardware. While these
values can differ from the actual register usage, they indicate whether the implementa-
tion scales.
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Fig. 1: Resource usage of the Esterel (KEP-E) and VHDL
(KEP-V) implementation

Current compilers reject all programs
with cyclic signal dependencies. Unfortu-
nately, it is not always clear what the com-
piler considers as cyclic. Esterel-Studio
tries to mark the cycles in the program
code, but actually finding and solving a cy-
cle is by no means trivial.

The generated hardware is less efficient
than the original implementation of the
KEP, as can be seen in Fig. 1. Note, how-
ever, that the Esterel implementation is a
prototype with less optimizations. While
the register usage computed by Esterel-Studio scales well, the synthesized hardware is
inferior to the VHDL implementation. Subtle changes of the Esterel description can have
a significant influence on the efficiency of the generated hardware. Unfortunately, the
most efficient implementation is often the least readable. In many cases, the compiler
should be able to perform the optimizations internally, and not leave this burden to the
developer. So far the compiler optimizations are performed on a circuit representation of
the program, therefore, the optimization does not scale for larger projects. This can be
avoided, however, by using modular compilation, where the optimizations are performed
on each module separately. Still, an earlier optimization directly on the Esterel level
might be better.

Interfacing existing cores with generated hardware can be problematic. Care has to be
taken, that the inputs are stable at the start of an Esterel tick when they are sampled [4].
These problems can be avoided by using request-acknowledgment mechanisms.

Lessons learned

With Esterel v7, hardware can be described easily and rapidly. While in our experiment
the generated hardware is less efficient than the manually written VHDL code, its perfor-
mance is acceptable for our purposes. We expect that the performance could be increased
significantly by further tuning the code, or—preferably—by making the synthesis tool
smarter about high-level optimizations.

The possibility to formally verify the equivalence of different modules, and in particular
the generation of hard- and software from the same Esterel description proved to be very
useful in practice, since it allowed fast functional testing, without a complete hardware
synthesis.

Currently, we are developing a more dataflow oriented reactive processor. This imple-
mentation makes use of additional design features of Esterel v7, like multi-clocks.
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