
Closely matches Esterel language

● Synchronous model 
of computation

● Threads communicate 
through signals

● Time is divided 
into ticks

Light-Weight, Predictable Reactive Processing – 
The KEP Kiel Esterel Processor
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Reactive Systems
● Control flow includes concurrency and preemption
● Real-time constraints
● Often low power budget
Reactive Systems on Traditional Processors
● Reactive control flow addressed at OS or compiler level
● Relatively Inefficient
● Difficult to predict
Reactive Processors
● Provide direct hardware support for reactive control flow
● Instruction Set Architecture (ISA) includes instructions for 

concurrency and preemption
● Strive for efficiency and predictability
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Results for EstBench, compared to MicroBlaze 32bit Softcore

● Low power consumption:

● Good scalability to high
degrees of concurrency:

● Worst Case Reaction Time (WCRT) reduction between 50% and 85%
● Average Case Reaction Time (ACRT) reduction between 60% and 90%
● Code Size reduction between 25% and 90%

Experimental Results

Reactive Processing

The KEP Instruction Set Architecture

Concurrency in the KEP
Multithreaded Architecture

● At each instruction cycle, a 
(very light-weight) scheduler 
selects thread for execution, 
based on a thread's dynamic 
priority and id

● Program terminates when 
all threads have terminated

The KEP Evaluation Platform   [3]
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An Esterel module illustrating the parallel and preemption statements (a), the translation 
rules for every, sustain and loop (b), and the resulting KEP3 assembler program (c)   [2]

Example code with false initialization of the Tick Manager (a), and resulting timing diagram  (b)  [1]

Overview of KEP architecture, and detailed view of Reactive Block   [2, 3]
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