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Synchronous languages ensure determinate concurrency, but at the price of restrictions on what programs are considered valid, or constructive. Meanwhile, sequential languages such as C and Java offer an intuitive, familiar programming paradigm but provide no guarantees with regard to determinate concurrency. The sequentially constructive (SC) model of computation (MoC) presented here harnesses the synchronous execution model to achieve determinate concurrency while taking advantage of familiar, convenient programming paradigms from sequential languages.

In essence, the SC MoC extends the classical synchronous MoC by allowing variables to be read and written in any order and multiple times as long as sequentiality expressed in the program provides sufficient scheduling information to rule out race conditions. This allows to use programming patterns familiar from sequential programming, such as testing and later setting the value of a variable, which are forbidden in the standard synchronous MoC. The SC MoC is a conservative extension in that programs considered constructive in the common synchronous MoC are also SC and retain the same semantics. In this paper, we investigate classes of shared variable accesses, define SC-admissible scheduling as a restriction of “free scheduling,” derive the concept of sequential constructiveness, and present a priority-based scheduling algorithm for analyzing and compiling SC programs efficiently.
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1. INTRODUCTION

One of the challenges of embedded system design is the determinate handling of concurrency. As suggested by Milner [1989], we consider a computation as determinate if the same sequence of inputs produces the same sequence of outputs, as opposed to deterministic computations, which in addition have identical internal behavior/scheduling. The concurrent programming paradigm exemplified by languages such as Java or C with Posix threads adds unordered concurrent threads to a fundamentally sequential model of computation. Combined with a shared address space, concurrent threads may generate write/write and write/read race conditions, which are problematic with regard to ensuring determinate behavior [Hansen 1999; Lee 2006], as the run-time order of execution of a multi-threaded program depends both on the actual time that each computation takes to execute and on the behavior of an external scheduler beyond the programmer’s control. Especially for safety-critical embedded systems, as found in, e.g., medical, avionics, or automotive applications, such non-determinacy is unacceptable, as it hampers predictability and certifiability. However, even for non-safety-critical systems non-determinacy is undesirable as it makes testing and functional validation more difficult. To address this, tools and methods for determinacy analysis have been proposed recently for different concurrent programming domains [Vechev et al. 2010; Leung et al. 2012; Yuki et al. 2013; Kuper et al. 2014].

An established concurrent programming paradigm which has determinacy built into its very core is the synchronous model of computation (MoC) [Benveniste et al. 2003], exemplified by languages such as Esterel [Berry 2000], Quartz [Schneider 2002], Lustre [Halbwachs et al. 1991], Signal [Guernic et al. 1991] and SyncCharts [André 1996]. The synchronous MoC divides time into discrete macro ticks, or ticks for short. Within each tick, a synchronous program reads in inputs and calculates outputs. The inputs to a synchronous program are assumed to be in synchrony with their outputs, and the time that computations take is abstracted away. Simultaneous threads still share variables, where we use the term “shared variable” in a generic sense that also encompasses streams and signals. However, race conditions are resolved by a determinate, statically-determined scheduling regime, which ensures that within a tick, (i) concurrent reads occur after writes and (ii) each shared variable is written only once (with certain exceptions, such as combination functions, as discussed later). A program that cannot be scheduled according to these rules is rejected at compile time as being not causal, or not constructive. This approach ensures that within each tick, all shared variables can be assigned a unique value. This provides a sufficient condition for a determinate semantics, though, as we argue here, not a necessary condition.

Introducing global synchronization barriers and sequences of reaction cycles is a sound basis for determinate concurrency and applicable also for general programming languages commonly used for embedded systems. Demanding unique variable values per tick is appropriate for, e.g., control theory and circuit behavior, which are two domains that have driven the original development of synchronous languages. However, this requirement limits expressiveness and also runs against the intuition of programmers versed in sequential programming. It also makes the task of producing a program free of “causality errors” more difficult than it needs to be. For example, consider a simple programming pattern such as if (!done) { …; done = true }, where done is a shared variable. This is a common pattern in Programmable Logic Controller (PLC) software, for example. The requirement of unique values per tick would produce a causality error because done is written to within the cycle after it is read, and because done would possibly be both false and true within the same tick. However, in this example, there is no race condition between the read and the write. Thus, there is no reason to reject such a program in the interest of ensuring determinate concurrency.
Contributions. We propose the sequentially constructive (SC) MoC, a conservative extension to the synchronous MoC that accepts a strictly larger class of programs. Specifically, the SC MoC permits shared variables to have multiple values per tick as long as these values are explicitly ordered by sequential statements within the source code, or the compiler can statically determine that the final value at the end of the tick is insensitive to the order of operations. This extension still ensures determinate concurrency, and is conservative in the sense that programs that are accepted under the existing synchronous MoC have the same meaning under the SC MoC. For example, all constructive Esterel programs are also SC. However, there exist Esterel programs that are SC, but not constructive in the sense of Berry [2002], the standard notion of constructiveness which we will call B-constructive. E.g., all programs that do not use the concurrency operator are trivially SC, though they may be not B-constructive.

Outline. The next section presents the SC Language (SCL) and the SC Graph (SCG), which we use as a basis for the concept of sequential constructiveness. Sec. 3 presents the general scheduling problem, on which Sec. 4 builds to define sequential constructiveness. Sec. 5 presents an approach to analyze whether programs are SC and to compute a schedule for them. We discuss related work in Sec. 6, in Sec. 7 we summarize and provide an outlook. For proofs and further aspects of SC not covered here due to space constraints we refer the reader to an extended technical report [von Hanxleden et al. 2013b].

2. THE SC LANGUAGE AND THE SC GRAPH

To illustrate the SC MoC, we introduce a minimal SC Language (SCL), adopted from C/Java and Esterel. The concurrent and sequential control flow of an SCL program is given by an SC Graph (SCG), which acts as an internal representation for elaboration, analysis and code generation. Fig. 1 presents an overview of the SCL and SCG elements and the mapping between them.

2.1. The SC Language

SCL is a concurrent imperative language with shared variable communication. Variables can be both written to and read from by concurrent threads. Reads and writes are collectively referred to as variable accesses.

SCL program constructs have the following abstract syntax of statements

\[
s ::= x = e \mid s ; s \mid \text{if } (e) \ s \ | \text{else } s \mid l : s \mid \text{goto } l \mid \text{fork } s \mid \text{par } s \mid \text{join} \mid \text{pause}
\]

where \(x\) is a variable, \(e\) is an expression and \(l \in L\) is a program label. The statements \(s\) comprise the standard operations assignment, the sequence operator, conditional statements, labelled commands and jumps. We include the primitive goto rather than some structured alternative as this facilitates, for example, the synthesis of state ma-
chines/statecharts. Of course, structured control flow constructs, such as loops, can be easily derived from the goto. As a syntactical detail, the conditional, as is the practice in C-like languages, omits a then keyword, but we will still refer to the two branches as then and else branches. The pause statement introduces synchrony, by deactivating a thread until the next tick commences. Parallel composition forks off two threads and terminates (joins) when both threads have terminated. In Esterel, parallel composition is denoted $\parallel$, and we will use this notation also for our formal treatment of concurrency; however, the SCL language uses fork/par/join instead, to provide additional structure and to avoid confusion with the logical or used in expressions. For simplicity, we here only consider parallelism of degree two; larger numbers of concurrent threads can be accommodated by nesting of parallel compositions, or by a straightforward extension of syntax and semantics to support arbitrary numbers of concurrent threads directly. Jumps are not allowed to cross thread boundaries. The sublanguage of expressions $e$ used in assignments and conditionals is not restricted. All we assume is a function $\text{eval}$ to evaluate $e$ in a given memory $M$ and return a value $v = \text{eval}(e, M)$ of the appropriate data type. However, we rule out side effects when evaluating $e$.

To present SCL examples in concrete textual as opposed to abstract syntax, more syntactic information is needed. E. g., we typically add braces for structuring the code, subject to conventions regarding the binding strength of the operators; e. g., the conditional binds stronger than the sequence. We may also omit empty else branches, or enhance the unstructured goto with structured loops (for, while, etc.). Also, there may be comments and local variable declarations, including their data types, and initial values. A concrete program also contains an interface that declares inputs (set at the beginning of each tick by the environment), outputs (conveyed to the environment at the end of each tick), and input/outputs. However, as our formal development will be based on the internal representation of SCL programs as SC Graphs, we leave the concrete SCL syntax informal.

2.2. The Control Example

A running SCL program always executes a top-level thread referred to as Root thread. In the Control example shown in Fig. 2, Root spawns two further threads named Request and Dispatch that are concurrent to each other. Thus Control consists of three threads. The functionality of Control is inspired by PLC software used in the railway domain. It processes requests (as indicated by the req input flag) to a resource, which may be free or not. As shown in the dataflow/actor view in Fig. 2a, there are two separate functional units, corresponding to the Request and Dispatch threads, which process the requests and dispatch the resource. The output variables indicate whether the resource has been granted or is still pending.

The execution of Control is broken into discrete reactions, the aforementioned (macro) ticks. During each tick, the following sequence is performed:

1. read input variables from the environment,
2. execute all active (currently instantiated) threads until they either terminate or reach a pause,
3. write output variables to the environment.

Only the output values emitted at the end of each macro tick are visible to the outside world. The internal progression of variable values within a tick, i.e., while performing a sequence of micro ticks (cf. Sec. 2.5), is not externally observable. Hence, when reasoning about determinate behavior, we only consider the outputs emitted at the end of each macro tick (e.g., in Def. 4.8).

The execution of Control begins by launching the Root thread, which executes a fork that spawns off Request and Dispatch. These two threads then progress on their own.
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(a) The dataflow view

(b) The first two ticks of an example trace, shown as tick time line; inputs are above the time line, outputs below.

(c) The SC Graph (SCG), indicating sequential flow (continuous arrows), data dependencies (dashed, red arrows), and the tick delimiter edges (dotted lines). The data dependency edges are labeled with their type (here ir only). Nodes are prefixed “⟨id⟩, ⟨p⟩:” with node identifier id, which here correspond to line numbers of the SCL program, and priorities p.

(d) The SCL program

(module Control
  input bool free, req;
  output bool grant, pend;
  
  { bool checkReq;
    
    fork {
      // Thread “Request”
      Request.entry:
      pend = false;
      if (req) pend = true;
      checkReq = req;
      if (pend && grant) pend = false;
      pause;
      goto Request.entry;
    } par {
      // Thread “Dispatch”
      Dispatch.entry:
      grant = false;
      if (checkReq && free) grant = true;
      pause;
      goto Dispatch.entry;
    }
    join;
  }
)

(e) An admissible run, corresponding to the first (macro) tick of the example trace

<table>
<thead>
<tr>
<th>Macro tick α</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input vars</td>
<td>free</td>
<td>t</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>req</td>
<td>f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output vars</td>
<td>grant</td>
<td>⊥</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>pend</td>
<td>⊥</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local var</td>
<td>checkReq</td>
<td>⊥</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cont.</td>
<td>L7</td>
<td>L8</td>
<td>L10</td>
<td>L11</td>
<td>L13</td>
<td>L14</td>
<td>L14</td>
<td>L14</td>
<td>L14</td>
<td>L14</td>
<td>L14</td>
<td>L14</td>
<td>L14</td>
</tr>
<tr>
<td>Sched. nodes</td>
<td>L0</td>
<td>L7</td>
<td>L8</td>
<td>L10</td>
<td>L11</td>
<td>L13</td>
<td>L20</td>
<td>L20</td>
<td>L20</td>
<td>L23</td>
<td>L23</td>
<td>L23</td>
<td>L14</td>
</tr>
<tr>
<td></td>
<td>L14</td>
<td>L16</td>
<td>L16</td>
<td>L16</td>
<td>L16</td>
<td>L16</td>
<td>L16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. The Control example, illustrating the sequential modification of shared variables and the resulting scheduling under the SC MoC. “Ln” refers to the statement at line n of the SCL program. In the values true and false are abbreviated as t and f. We see for each micro tick the current variable values, where ⊥ denotes “uninitialized.” The input values provided by the environment and the output values visible to the environment are shown in bold. To avoid cluttering the table, values that do not change from one micro tick to the next are omitted, except at the end of a macro tick. Continuations denote for each thread the statement to be executed next, as further explained in Sec. 3.1. Threads may be disabled (denoted ⊥), active, waiting (square brackets), or pausing (parentheses).
were they Java threads, a scheduler of some run-time system could now switch back and forth between them arbitrarily, until both of them have finished. Under the SC MoC, their progression and the context switches between them are instead disciplined by a scheduling regime that prohibits race conditions. Determinacy in Control is achieved by demanding that in any pair of concurrent write/read accesses to a shared variable, the write must be scheduled before the read. For example, the write to checkReq in line L13 of the SCG (Fig. 2c), corresponding to line 13 of the SCL program (Fig. 2d), is in a different concurrent thread relative to the read of checkReq (L23) in Dispatch. Hence L13 in Request must be scheduled before L23 Dispatch.

A common means to visualize program traces in synchronous languages is a tick time line, as shown in Fig. 2b. As can be seen there, in the first tick, the inputs free = true, req = false produce the outputs grant = pend = false, under the concurrent write-before-read scheduling sketched above.

The concurrent threads in Control not only share variables, but also modify them sequentially. E.g., Dispatch first initializes grant with false, and then, in the same tick, might set it to true. Similarly, Request might assign to pend the sequence false/true/false. Due to the prescribed sequential ordering of these assignments, this does not induce any non-determinacy. However, this would not be permitted under the strict synchronous, fixed-point MoC using signals, which requires unique values per tick. Similarly, pend is read (L14) and subsequently written to (L15); this (sequential) write-after-read is again harmless, although forbidden under the existing synchronous MoC. Thus, Control is not B-constructive and would be rejected by compilers for current synchronous languages. However, because it is possible to schedule Control such that all concurrent write-before-read requirements are met and all such schedules lead to the same result, we consider Control sequentially constructive (SC). The rest of this paper makes this notion precise and describes a practical strategy to analyze sequential constructiveness and to implement schedules that adhere to the SC MoC. One building block is the graph abstraction presented next.

2.3. The SC Graph

An SCG is a labelled graph $G = (N, E)$ whose statement nodes $N$ correspond to the statements of the program, and whose edges $E$ reflect the sequential execution ordering and data dependencies between the statements. Every edge $e \in E$ connects a source $e.\text{src} \in N$ with a target node $e.\text{tgt} \in N$. Fig. 2c shows the SCG for Control.

Nodes and edges are further described by various attributes. A node $n$ is labelled by the statement type $n.\text{st} = (\text{entry, exit, goto, } x = e, \text{if } (e), \text{fork, join, surf, depth})$, where $x$ is some variable and $e$ is some expression. Nodes labelled with $x = e$ are referred to as assignment nodes, those with $\text{if } (e)$ as condition nodes, those with surf as surface nodes; all other nodes are referred by their statement type (entry nodes, exit nodes, etc.). As illustrated in Fig. 1 in the graphical representations of the SCG the shape of a node indicates the statement type, except for entry/exit/goto nodes, which are always shown as ovals; these mainly serve to structure the SCG and could be eliminated without changing the meaning of an SCG. Fig. 1 sketches how SCG elements correspond to an SCL program, the TR [von Hanxleden et al. 2013b] describes this mapping in detail.

For a fork node $n_f$, we define $\text{join}(n_f) = \text{def } n_j$, where $n_j$ is the uniquely associated join node. Similarly, for a surface node $n_s$, we define $\text{tick}(n_s) = \text{def } n_d$, where $n_d$ is the uniquely associated depth node of $n_s$, also referred to as tick successor.

---

1 Strictly speaking, “$x = e$” and “$\text{if } (e)$” each denote a multitude of statements, ranging over all variables $x$ and expressions $e$. However, to not make the notation unnecessarily heavy, we here treat them like the other statements that are not parameterized.
Every edge \( e \) has a type \( e.\text{type} \) that specifies the nature of the particular ordering constraint expressed by \( e \).

**Definition 2.1 (Edge types).** We define the following sets of edge types: iur-edges \( \alpha_{\text{iur}} = \{ \text{iu}, \text{iu}, \text{iur}, \text{iu} \} \), instantaneous edges \( \alpha_{\text{ins}} = \{ \text{seq} \} \cup \alpha_{\text{iur}} \), arbitrary edges \( \alpha_{\text{a}} = \{ \text{tick} \} \cup \alpha_{\text{ins}} \), and flow edges \( \alpha_{\text{flow}} = \{ \text{seq}, \text{tick} \} \).

We write \( e.\text{src} \rightarrow_{\alpha} e.\text{tgt} \), pronounced “\( e.\text{src} \) \( \alpha \)-precedes \( e.\text{tgt} \)” if \( e.\text{type} = \alpha \). We also write \( E_{\text{iur/ins/flow}} \rightarrow_{\alpha} \) to encompass all \( \rightarrow_{\alpha} \) with \( \alpha \in \alpha_{\text{iur/ins/flow}} \).

We also write \( E_{\text{iur/ins/flow}} \subseteq E \) to denote the iur / instantaneous / flow edges.

When \( n_1 \rightarrow_{\text{seq}} n_2 \) holds, we say that \( n_1 \) and \( n_2 \) are sequential successors. We analogously define tick and flow successors. A path consisting exclusively of flow edges is referred to as flow path. We use \( \rightarrow_{\alpha} \) for the reflexive and transitive closure of \( \rightarrow_{\alpha} \).

The iur-edges are derived later for the purpose of scheduling analysis (Def.[4.3]).

The sequential order \( n_1 \rightarrow_{\text{seq}} n_2 \) expresses the usual sequential control flow. Note that \( n_1 \rightarrow_{\text{seq}} n_2 \) does not necessarily mean that there is a fixed run-time ordering between \( n_1 \) and \( n_2 \). When \( n_1 \) and \( n_2 \) are enclosed in a loop, an execution of \( n_2 \) might be followed by an execution of \( n_1 \) in the same tick.

The tick order \( n_1 \rightarrow_{\text{tick}} n_2 \) says that there is a tick border between \( n_1 \) and \( n_2 \); i.e., the control flow passes from \( n_1 \) to \( n_2 \) not instantaneously in the same tick, as with \( n_1 \rightarrow_{\text{seq}} n_2 \), but only upon a global clock tick.

### 2.4. Thread Terminology

We distinguish the concept of a static thread, which relates to the structure of a program, from a dynamic thread instance, which relates to a program in execution. We first define in this section our notion of (static) threads, building on the SCG program representation \( G = (N, E) \) with statement nodes \( N \) and control flow edges \( E \).

We denote the set of threads of \( G \) by \( T \), which includes \( \text{Root} \). Each thread \( t \in T \) is associated with unique entry and exit nodes \( t.\text{en}, t.\text{ex} \in N \) with statement types \( t.\text{en}.\text{st} = \text{entry} \) and \( t.\text{ex}.\text{st} = \text{exit} \). Each \( n \in N \) belongs to a thread \( \text{th}(n) \), defined as the immediately enclosing thread \( t \in T \) such that there is a flow path to \( n \) (as defined in Sec.[2.3]) that originates in \( t.\text{en} \) and that does not traverse any other entry node \( t'.\text{en} \), unless that flow path subsequently traverses \( t'.\text{ex} \) also. We define fork(\( t \)) as the fork node that immediately precedes \( t.\text{en} \), and for each thread \( t \neq \text{Root} \) define its immediate parent thread \( p(t) = \text{th}(\text{fork}(t)) \). In Control, it is \( p(\text{Request}) = p(\text{Dispatch}) = \text{Root} \). Conversely, we define the child threads \( \text{ch}(t) = \{ t' \mid t = p(t') \} \).

We are now ready to define (static) thread concurrency and subordination:

**Definition 2.2 (Thread relations).** Let \( t, t_1, t_2 \) be threads in \( T \).

(1) The set of ancestor threads of \( t \) is defined as the transitive closure of the parent relationship \( p^*(t) = \{ t, p(t), p(p(t)), \ldots, \text{Root} \} \).

(2) The set of descendant threads of \( t \), the inverse ancestor relation, is defined as \( \text{ch}^*(t) = \{ t' \mid t \in p^*(t') \} \).

(3) \( t_1 \) is subordinate to \( t_2 \), written \( t_1 \prec t_2 \), if \( t_1 \neq t_2 \) and \( t_1 \in p^*(t_2) \).

(4) \( t_1 \) and \( t_2 \) are concurrent, denoted \( t_1 \parallel t_2 \), if they are descendants of distinct threads sharing a common fork node, i.e., iff there exist \( t'_1, t'_2 \in T \) with \( t'_1 \neq t'_2 \), fork(\( t'_1 \)) = fork(\( t'_2 \)), \( t_1 \in \text{ch}^*(t'_1) \), and \( t_2 \in \text{ch}^*(t'_2) \). We then refer to this fork node as the least common ancestor (lca) fork, denoted lcafork(\( t_1, t_2 \)). This is lifted to nodes, i.e., if \( \text{th}(n_1) \parallel \text{th}(n_2) \) then lcafork(\( n_1, n_2 \)) = lcafork(\( \text{th}(n_1), \text{th}(n_2) \)).

In Control, it is \( \text{Root} \prec \text{Request} \) and \( \text{Root} \prec \text{Dispatch} \), meaning that \( \text{Root} \) can only terminate after Request and Dispatch have terminated (which they never do). It is also Request...
Dispatch, whereas Root is not concurrent with any thread. Note that concurrency on threads, in contrast to concurrency on node instances (Def. 2.6), is purely static and can be checked with a simple, syntactic analysis of the program structure.

2.5. Macro Ticks, Micro Ticks, and the Thread Status
As already described, the externally observable execution of a synchronous program consists of a sequence of macro ticks. Internally, however, one typically breaks down a macro tick into a series of micro ticks, both for describing the semantics and possibly for a concrete implementation.

Definition 2.3 (Ticks, runs). For an SCG $G = (N, E)$, a (macro) tick $R$, of length $\text{len}(R) \in \mathbb{N}_{\geq 1}$, is a mapping from micro tick indices $1 \leq j \leq \text{len}(R)$ to nodes $R(j) \in N$. A run of $G$ is a sequence of macro ticks $R^n$, indexed by $a \in \mathbb{N}_{\geq 1}$.

Definition 2.4 (Node instances). A node instance is a pair $ni = (n, i)$ consisting of a statement node $n \in N$ and a micro tick count $i \in \mathbb{N}$.

Sometimes it is convenient to view macro ticks as sequences of nodes $R = n_1, n_2, \ldots, n_k$ where $k = \text{len}(R)$ and $n_i = R(i)$ for all $1 \leq i \leq k$.

One possible run of the Control example is illustrated in Fig. 2c. We see for each micro tick the node that is scheduled next for execution. An assignment results in an update of the written variable, reflected by the variable values of the subsequent micro tick. The continuations, explained further in Sec. 3 denote the current state of each thread, i.e., the node (statement) that should be executed next, similar to a program counter. In addition, a continuation denotes what execution state a thread is in.

2.6. Concurrency of Node Instances
The function $\text{last}(n, i)$, defined next, is instrumental to define concurrency of node instances.

Definition 2.5 (Last occurrences). For a macro tick $R$, an index $1 \leq i \leq \text{len}(R)$, and a node $n \in N$, $\text{last}_R(n, i) = \max\{j \mid j \leq i, R(j) = n\}$ retrieves the last occurrence of $n$ in $R$ at or before index $i$. If it does not exist, $\text{last}_R(n, i) = 0$.

Definition 2.6 (Concurrent node instances). For a macro tick $R$, $i_{1,2} \in \mathbb{N}_{\leq \text{len}(R)}$, and $n_{1,2} \in N$, two node instances $ni_{1,2} = (n_{1,2}, i_{1,2})$ are (run-time) concurrent in $R$, denoted $ni_1 \parallel ni_2$, iff

1. they appear in the micro ticks of $R$, i.e., $n_{1,2} = R(i_{1,2})$,
2. they belong to statically concurrent threads, i.e., $\text{th}(n_1) \parallel \text{th}(n_2)$, and
3. their threads have been instantiated by the same instance of the associated least common ancestor fork, i.e., $\text{last}_R(n, i_1) = \text{last}_R(n, i_2)$ where $n = \text{lcafork}(n_1, n_2)$.

3. FREE SCHEDULING OF SCGS
With the above preliminaries in place, we now come to discuss the semantics of SCL. We do this by looking at the execution and scheduling of a fixed SCG $G = (N, E)$ associated with some arbitrary program. We begin by considering the “free execution” of $G$ based on the program flow edges $\rightarrow_{\text{seq}}$ and $\rightarrow_{\text{tick}}$. Our notion of sequential constructiveness will then arise from a further restriction of the free schedules guided by additional $\text{iur}$ precedences.

Traditional schedulers work at machine instruction granularity. This means that thread context switches can basically occur anywhere within any statement. In principle, we could allow this flexibility also for the SC MoC. For simplicity, we restrict
ourselves to scheduling at the statement level. In particular, the evaluation of expres-
sions and the update of variables in assignments happens atomically.

3.1. Continuations and Continuation Pool

Our simulation semantics is based on continuations, which are instances of program
nodes from the SCG enriched with information about the run-time context in which
the nodes are executed. In general imperative languages this may comprise explicit
thread identification, instance numbers, local memory, references to stack frames and
other scheduling information. For the simple SCL language considered in this paper
and for the free scheduling to be defined in this section, only few data are needed,
namely (i) the currently running node in the SCG and (ii) a scheduling status.

**Definition 3.1 (Continuations, continuation pools).** A continuation $c$ has a node
$c.\text{node} \in N$ and a status $c.\text{status} \in \{\text{active, waiting, pausing}\}$. A continuation pool $C$ is
a finite set of continuations.

We write $c[s::n]$ when $s = c.\text{status}$ and $n = c.\text{node}$, or to express that the status
and node of a continuation $c$ are updated to be $s$ and $n$, respectively. The waiting status
is derivable from subordination of threads: If $\text{th}(c'.\text{node}) \prec \text{th}(c.\text{node})$, then $c'$ runs in
a proper ancestor thread of $c$ and thus $c'$ must wait for $c$. We overload notation and
write $c' \prec c$ in this case.

We also associate each thread with a possible thread state. Threads other than the
Root thread are initially disabled, with a status denoted by $\bot$. When a thread gets
forked by its parent, it becomes enabled. An enabled thread $t$ has a continuation $c$,
we thus associate the state of $c$ with $t$ as well. The resulting possible thread states
and the associated notation is illustrated in Fig. 3, see also Fig. 2e. There, the thread
pool $C_i$, in micro tick $i$ of macro tick $a$ consists of the entries in the rows $C_\text{Root}$, $C_\text{Request}$
and $C_\text{Dispatch}$ at column index $i$. The entries show the continuations’ nodes and status.
Nodes in square brackets $[n]$ are waiting, those in parentheses $(n)$ are pausing and all
others are active.

At every micro tick of an execution run, the scheduler picks an active continuation
from a continuation pool $C$ and executes it. Initially, $C$ only contains the main program
Root activated at its entry node $\text{Root.en}$. Then, every time an active fork node $n_f$ is
executed, the corresponding join node $n_j = \text{join}(n)$ is installed in the same thread as the
fork. This thread is subordinate to the threads of the children spawned by the $n_f$, which
thus block the execution of the continuation in the parent thread. In this fashion, $n_j$
starts with status waiting until the children are terminated, at which point $n_j.\text{status}$
becomes active. The switching between active and pausing happens in the execution of
the pause statement. When an active surf node $n_s$ is scheduled, its status changes to
pausing, thereby suspending it for the current macro tick. When the execution switches
to the next macro tick, the thread is re-activated at the uniquely associated depth node
$\text{tick}(n_s)$.

Continuation pools must satisfy some coherence properties.

**Definition 3.2 (Valid continuation pools).** A continuation pool $C$ is called valid iff
the following conditions are satisfied.
— The waiting continuations \( c[\text{waiting} ::= n] \in C \) are those continuations in \( C \) that are not \( \prec \)-maximal in \( C \), meaning they are subordinate to some other thread in \( C \), and they must always be join nodes; i.e., \( n.st = \text{join} \).

— All \( \prec \)-maximal continuations have status active or pausing. Of those, the pausing continuations \( c[\text{pausing} ::= n] \in C \) must be surface nodes; i.e., \( n.st = \text{surf} \).

— The threads appearing in a continuation pool preserve the tree structure. For each \( c \in C \) such that \( \text{th}(c, \text{node}) \neq \text{Root} \), there is a unique parent \( c' \in C \) such that \( p(\text{th}(c, \text{node})) = \text{th}(c', \text{node}) \). Furthermore, the parent continuation always corresponds to a waiting join statement; i.e., \( c'.\text{node}.st = \text{join} \) and \( c'.\text{status} = \text{waiting} \).

3.2. Configurations, Micro Step and Macro Step Scheduling

**Definition 3.3 (Configurations).** A configuration is a pair \((C, M)\) where \( C \) is a pool of continuations and \( M \) is a memory assigning values to the variables accessed by \( G \). A configuration is called valid if \( C \) is valid.

A scheduling step moves from the current configuration \((C_{\text{cur}}, M_{\text{cur}})\) to the next configuration \((C_{\text{nxt}}, M_{\text{nxt}})\). In general, this involves the execution of one or more continuations from \( C_{\text{cur}} \). Our free schedule is restricted (i) to execute only \( \prec \)-maximal threads and (ii) to do so in an interleaving fashion:

1. **Micro Step.** If there is at least one continuation in \( C_{\text{cur}} \), then there also is a \( \prec \)-maximal one, because of the finiteness of the continuation pool. The free schedule is permitted to pick any one of the \( \prec \)-maximal continuations \( c \in C_{\text{cur}} \) with \( c.\text{status} = \text{active} \) and execute it in the current memory \( M_{\text{cur}} \). This yields a new memory \( M_{\text{nxt}} = \mu M(c, M_{\text{cur}}) \) and a (possibly empty) set of new continuations \( \mu C(c, M_{\text{cur}}) \) by which \( c \) is replaced; i.e., \( C_{\text{nxt}} = C_{\text{cur}} \setminus \{c\} \cup \mu C(c, M_{\text{cur}}) \). Note that in \( C_{\text{nxt}} \) the status flags are automatically set to active for all continuations that become \( \prec \)-maximal by the elimination of \( c \) from the pool in case \( \mu C(c, M_{\text{cur}}) = \emptyset \).

   The actions \( \mu M \) and \( \mu C \) depend on the statement \( c.\text{node}.st \) to be executed and will be defined shortly. A transition between two micro ticks is referred to as a micro step, written \( (C_{\text{cur}}, M_{\text{cur}}) \xrightarrow{\mu \text{ss}} (C_{\text{nxt}}, M_{\text{nxt}}) \), where \( c \) is the continuation that is selected for execution. Since \( (C_{\text{nxt}}, M_{\text{nxt}}) \) is uniquely determined by the executed continuation \( c \) we may write it as \( (C_{\text{nxt}}, M_{\text{nxt}}) = c(C_{\text{cur}}, M_{\text{cur}}) \).

2. **Clock Step.** When there is no active continuation in \( C \), then all continuations in \( C \) are pausing or waiting. We call this a quiescent configuration. In the special situation where \( C = \emptyset \) the main program has terminated. Otherwise, and only then, the scheduler can perform a global clock step, i.e., a transition between the last micro tick of the current macro tick to the first micro tick of the subsequent macro tick. This is done by letting all pausing continuations of \( C \) advance from their surf node to the associated depth node. More precisely,

   \[
   C_{\text{nxt}} = \{c[\text{active} ::= \text{tick}(n)] \mid c[\text{pausing} ::= n] \in C_{\text{cur}}\} \\
   \cup \{c[\text{waiting} ::= n] \mid c[\text{waiting} ::= n] \in C_{\text{cur}}\}.
   \]

   Let \( I = \{x_1, x_2, \ldots, x_n\} \) be the designated input variables of the SCG, including input/output variables. Then the memory is updated by a new set of external input values \( V_I = [x_1 = v_1, \ldots, x_n = v_n] \) for the next macro tick. All other memory locations persist unchanged into the next macro tick. Formally,

   \[
   M_{\text{nxt}}(x) = \begin{cases} 
   v_i, & \text{if } x = x_i \in I, \\
   M_{\text{cur}}(x), & \text{if } x \notin I.
   \end{cases}
   \]

   A clock step is denoted \( V_I : (C_{\text{cur}}, M_{\text{cur}}) \rightarrow \text{tick} (C_{\text{nxt}}, M_{\text{nxt}}) \), where \( V_I \) is the external input. Observe that since the set of inputs \( I \) is assumed to be fixed globally, both \( V_I \)
and \( M_{\text{next}} \) can be derived from each other and from \( M_{\text{cur}} \). Hence the label \( V_I \) may be dropped.

During a macro tick (Def. 2.3), we perform a maximal sequence of micro steps of \( G \). More concretely, the scheduler runs through a sequence

\[
(C^n_0, M^n_0) \xrightarrow{\mu s} (C^n_1, M^n_1) \xrightarrow{\mu s} \cdots \xrightarrow{\mu s} (C^n_{k(a)}, M^n_{k(a)})
\]

of micro steps obtained from the interleaving of active continuations, to reach a final quiescent configuration \((C^n_{k(a)}, M^n_{k(a)})\), in which all continuations are pausing or waiting. We write \((C^n_0, M^n_0) \xrightarrow{\mu s} (C^n_i, M^n_i)\) to express that there exists a sequence of micro steps, not necessarily maximal, from configuration \((C^n_0, M^n_0)\) to \((C^n_i, M^n_i)\), dropping the information on continuations. The complete sequence (1) from start to end encompasses the macro tick, abbreviated

\[
(R^a, V^a_I) : (C^n_0, M^n_0) \rightarrow (C^n_{k(a)}, M^n_{k(a)}).
\]

The label \( V^a_I \) projects the initial memory, i.e., \( V^a_I(x) = M^n_0(x) \) for \( x \in I \). The final memory state \( M^n_{k(a)} \) of the quiescent configuration is the response of the macro tick \( a \).

The label \( R^a \) is the sequence of statement nodes executed during the macro tick as described in Def. 2.3. More precisely, \( \text{len}(R^a) = k(a) \) is the length of the macro tick and \( R^a \) the function mapping each micro tick index \( 1 \leq i \leq k(a) \) to the node \( R^a(i) = c^n_i.n\text{ode} \) executed at index \( i \).

For example, in the execution run shown in Fig. 2e the (doubly indexed) node sequence \( R^a(i) \) is given by the last row “Scheduled nodes.”

Note that in (2) the input label \( V^a_I \) may be dropped since it can be derived from \( I \) and \( M_0 \). When the memory state and scheduling information is not needed, it is convenient to identify a macro tick (2) with \( R^a \) as its abstraction.

We call the end points of a macro tick (2) macro (tick) configuration, while intermediate configurations \((C^n_i, M^n_i), 0 < i < k(a)\), seen in (1) are micro (tick) configurations.

**Definition 3.4.** A run of an SCG \( G \) is a sequence of macro ticks \( R^a \) and external inputs \( V^a_I \) of the form (2) such that (i) the initial continuation pool \( C^n_0 = \{c_0\} \) activates the entry node of the \( G \)'s Root thread, i.e., \( c_0.n\text{ode} = \text{Root.en} \) and \( c_0.s\text{tatus} = \text{active} \), and (ii) all macro tick configurations are connected by clock steps, i.e., \((C^n_{k(a)}, M^n_{k(a)}) \rightarrow \text{tick} \ (C^n_{0+1}, M^n_{0+1})\).

It remains to define the actions \( \mu M \) and \( \mu C \) exercised by active continuations on memory \( M \) and continuation pool \( C \), respectively. The former is easy to specify. The only statement \( c.n\text{ode}.s^t \) to affect the memory is the assignment statement \( x = e \). In this case variable \( x \) is updated by the value of \( e \). Formally, \( \mu M(c, M)(x) = \text{eval}(e, M) \) and \( \mu M(c, M)(y) = M(y) \) for \( y \neq x \). In all other cases, if \( c.n\text{ode}.s^t \) is not an assignment, we have \( \mu M(c, M) = M \). The action of a continuation on the continuation pool is only slightly more involved. For \( c.\text{active :: n} \in C \) the set \( \mu C(c, M) \) is given thus:

- For \( n.s^t \in \{\text{entry, goto, x = e, depth, join}\} \) the continuation \( c \) passes on control to its immediate sequential successor, i.e., \( \mu C(c, M) = \{c.\text{active :: n'}\} \), where \( n' \) with \( n \rightarrow \text{seq} n' \) is uniquely determined.
- At an exit node \( n.s^t = \text{exit} \) we have reached the end of the continuation, which terminates and disappears from the pool; i.e., \( \mu C(c, M) = \emptyset \).
- When \( n.s^t = \text{surf} \), then we set the continuation pausing to wait at this node for the next synchronous tick. i.e., \( \mu C(c, M) = \{c.\text{pausing :: n}\} \).

— Consider a conditional statement \( n.\text{st} = \text{if}(e) \) with the uniquely determined successor nodes \( n_1 = \text{true}(n) \in N \) and \( n_2 = \text{false}(n) \in N \) for its true and false branch, respectively. The execution of \( n \) takes one of the branches according to the boolean value of \( e \), so that \( \mu(C, M) = \{c[\text{active} :: n_i]\} \), where \( i = 1 \) if \( \text{eval}(e, M) = \text{true} \) and \( i = 2 \) if \( \text{eval}(e, M) = \text{false} \). Note that in each case \( n \rightarrow_{\text{seq}} n_i \).
— Finally, suppose \( c \) instantiates a fork statement with edges \( n \rightarrow_{\text{seq}} t_1.\text{en} \) and \( n \rightarrow_{\text{seq}} t_2.\text{en} \) leading to the two entry nodes of its concurrent child threads \( t_1, t_2 \).
Let \( n_j = \text{join}(n) \in N \) be the corresponding join node. Then, \( \mu(C, M) = \{c[\text{active} :: t_1.\text{en}], c[\text{active} :: t_2.\text{en}], c[\text{waiting} :: n_j]\} \). Hence the free scheduler may execute \( t_1.\text{en} \) or \( t_2.\text{en} \) in any order, but both have to terminate before the join statement \( n_j \) can resume.

4. THE SEQUENTIALLY CONSTRUCTIVE (SC) MODEL OF COMPUTATION

The key to determinacy lies in ruling out any uncertainties due to an unknown scheduling mechanism. Like the synchronous MoC, the SC MoC ensures macro-tick determinacy by inducing certain scheduling constraints on variable accesses. Unlike the synchronous MoC, the SC MoC tries to take maximal advantage of the execution order already expressed by the programmer through sequential commands. A scheduler can only affect the order of variable accesses through concurrent threads. For example, a thread is not concurrent with its parent thread. Because of the path ordering \( \prec \), a parent thread is always suspended when a child thread is in operation. Thus, it is not up to the scheduler to decide between parent and child thread. There can be no race conditions between variable accesses performed by parent and child threads, and there is no source of non-determinacy here.

In every reachable micro configuration \( (C, M) \), the order of execution of the active continuations is up to the discretion of the scheduler. Hence, non-determinacy can occur if the macro tick response, computed during the tick in which \( (C, M) \) occurs, depends on this ordering. In this case, the program must be rejected. Yet, it is computationally intractable whether a program is determinate on the macro tick level, even for a given configuration \( (C, M) \).

The challenge is to find a suitable restriction on the free scheduler which is a) easy to compute, b) leaves sufficient room for concurrent implementations and c) still (predictably) sequentializes any concurrent variable accesses that may conflict and produce unpredictable responses. Note that it is easy to obtain determinate executions disregarding b): Simply restrict the scheduler to a globally static execution regime, e.g., by assigning each occurrence of a program statement some arbitrary, unique execution priority. However, this would not be transparent to the programmer and would destroy the natural parallelism of the program.

In the previous section, we defined our “playing field” for reactive control flow; sequential flow is expressed directly in the structure of the program, concurrent control flow is subject to run-time scheduling. Unlike Java etc., the SC MoC does not leave this run-time scheduling to chance, but follows certain rules, set down in this section. We start by defining different types and properties of accesses to shared variables, proceed in Sec. 4.2 by defining when we consider schedules admissible, and then define when a program is sequentially constructive (SC) in Sec. 4.3.

4.1. Types of variable accesses

In general, concurrent writes to the same variable constitute a race condition that must be avoided. However, there are exceptions to this that we want to permit, again with the goal of not needlessly rejecting sensible, determinate programs. For instance, it may be the case that two assignments \( x = e_1 \) and \( x = e_2 \) can be scheduled successively in any order with the same final result; this depends on the expressions \( e_1 \) and \( e_2 \) and
possibly the memory configurations in which the assignments are evaluated. When the execution order is irrelevant we call such assignments confluent in a given configuration, formalized later in Def. 4.4. Often, confluence of assignments can be guaranteed globally, i.e., for all reachable configurations. A large class of such assignments are those involving combination functions, defined in the following:

**Definition 4.1 (Combination functions).** A function \( f(x,y) \) is a combination function on \( x \) if, for all \( x \) and all \( y_1, y_2, f(f(x,y_1), y_2) = f(f(x,y_2), y_1) \).

If \( f \) is a combination function, then, by definition, any set of assignments \( x = f(x, e_i) \), in which the expressions \( e_i \) neither produce any side effect nor depend on \( x \), can be executed in arbitrary order yielding a unique final value for \( x \).

Definition 4.1 is closely related to resolution functions in VHDL, or similar operations used in parallel computing [Schwartz 1980]. Also, Esterel has a slightly restricted variant of our combination function (Esterel requires commutativity, SC does not; consider, e.g., subtraction). In Esterel, such combination functions are used to merge concurrent emissions of valued signals in a determinate way, for example via addition. Combination functions can be used as “updates” on a variable for which the final value is accumulated incrementally from concurrent source processes.

Our notion of sequential constructiveness is based on the idea that the compiler guarantees a strict “initialize-update-read” (iur) execution schedule during each macro tick. The initialize phase is given by the execution of a class of writes which we call absolute writes, while the update phase consists of executing relative writes. All the read accesses, in particular the conditional statements which influence the control flow, are done last. In this way, the compiler restricts the freedom of the run-time platform for reordering variable accesses and avoids possibly non-determinate macro step responses.

**Definition 4.2 (Absolute/relative writes and reads).** For a combination function \( f \), an assignment \( x = f(x, e) \) where \( e \) does not reference \( x \) is a relative write, or an update, of type \( f \). Other assignments are absolute writes, or initializations. Initializations \( x = e \), updates \( x = f(x, e) \) and conditionals \( if(\cdot) \) are all reads for every variable \( y \) referenced by \( e \).

Relative writes of the same type are confluent. As the definition of relative writes requires that \( e \) does not reference \( x \), an assignment such as \( x := x - 1 \) is not considered a relative write, even though + is a valid combination function.

Based on this purely syntactic, structural classification of variable accesses, we define the following relations on nodes.

**Definition 4.3 (iur relations).** Given two statically concurrent accesses \( n_1 \parallel n_2 \) on some variable \( x \), we define the iur relations

- \( n_1 \rightarrow_{ww} n_2 \) iff \( n_1 \) and \( n_2 \) both initialize \( x \) or both perform updates of different type.
- We call this a \( ww \) conflict.
- \( n_1 \rightarrow_{iu} n_2 \) iff \( n_1 \) initializes \( x \) and \( n_2 \) updates \( x \).
- \( n_1 \rightarrow_{ir} n_2 \) iff \( n_1 \) updates \( x \) and \( n_2 \) reads \( x \).
- \( n_1 \rightarrow_{ri} n_2 \) iff \( n_1 \) initializes \( x \) and \( n_2 \) reads \( x \).

Since \( n_1 \rightarrow_{ww} n_2 \) implies \( n_2 \rightarrow_{ww} n_1 \), we abbreviate the conjunction of \( n_1 \rightarrow_{ww} n_2 \) and \( n_2 \rightarrow_{ww} n_1 \) with \( n_1 \leftarrow_{ww} n_2 \), and by symmetry \( \rightarrow_{ww} \) implies \( \leftarrow_{ww} \).

4.2. SC-Admissible Scheduling

We are now ready to define what variable accesses we allow in the SC MoC, and what scheduling requirements the accesses induce. The idea is to formulate the require-
ments that a given program must fulfill to produce a determinate result, and to accept all programs for which a schedule can be found that meets these requirements. First, we formalize the notion of confluence.

Definition 4.4 (Confluence of nodes). Let \((C, M)\) be a valid configuration of the SCG. Two nodes \(n_{1,2} \in N\) are called conflicting in \((C, M)\), if both are active in \(C\), i.e., there exist \(c_{1,2} \in C\) with \(c_i\.\text{status} = \text{active}\), \(n_i = c_i\.\text{node}\), for \(i \in \{1, 2\}\) and \(c_1(c_2(C, M)) \neq c_2(c_1(C, M))\). The nodes \(n_{1,2}\) are called confluent with each other in \((C, M)\), written \(n_1 \sim_{(C, M)} n_2\), if there is no sequence of micro steps \((C, M) \rightarrow_{\mu s} (C', M')\) such that \(n_{1,2}\) are conflicting in \((C', M')\).

Note that confluence is taken relative to valid configurations \((C, M)\) and indirectly as the absence of conflicts. Instead of requiring that confluent nodes commute with each other for arbitrary memories, we only consider those configurations \((C', M')\) that are reachable from \((C, M)\). For instance, if it happens for a given program that in all memories \(M'\) reachable from a configuration \((C, M)\) two expressions \(c_{1,2}\) evaluate to the same value, then the assignments \(x = c_1\) and \(x = c_2\) are confluent in \((C, M)\). Similarly, if the two assignments are never jointly active in any reachable continuation pool \(C'\), they are confluent in \((C, M)\), too. This means that statements may be confluent for some program relative to some reachable configuration, but not for other configurations or in another program. However, notice that relative writes of the same type, according to Def. 4.2, are confluent in the absolute sense, i.e., for all valid configurations \((C, M)\) of all programs.

This relative view of confluence expressed in Def. 4.4 is useful to keep the scheduling constraints on admissible macro ticks, defined later in Def. 4.6 sufficiently weak. Notice that two nodes that are confluent in some configuration are still confluent in every later configuration reached through an arbitrary sequence of micro steps. Formally, if \((C, M) \rightarrow_{\mu s} (C', M')\) and \(n_1 \sim_{(C, M)} n_2\) then \(n_1 \sim_{(C', M')} n_2\). However, there may be more nodes confluent in \((C', M')\) as compared to \((C, M)\), simply because some conflicting configurations reachable from \((C, M)\) are no longer reachable from \((C', M')\). We exploit this in the following definition by making confluence of node instances within a macro tick relative to the index position at which they occur.

One could make confluence in Def. 4.4 even less constraining by taking into account only those conflicts between nodes which can actually be observed by the environment. Specifically, one could consider active continuations \(c_1, c_2\) in conflict if \(c_1(c_2(C, M)) \neq c_2(c_1(C, M))\), where \(\approx\) is observational equivalence rather than identity. For instance, if \(c_1\) and \(c_2\) are writes to an external log file, which is never read by the program during execution, we could consider them conflict-free and thus confluent, in this sense.

Note that confluence \(n_1 \sim_{(C, M)} n_2\) requires conflict-freeness for all configurations \((C', M')\) reachable from \((C, M)\) by arbitrary micro-sequences under free scheduling. We will use this notion of confluence to define the restricted set of SC-admissible macro ticks (Def. 4.7). Since the compiler will ensure SC-admissibility of the execution schedule, one might be tempted to define confluence relative to these SC-admissible schedules. However, this would result in a definitional cycle.

Definition 4.5 (Confluence of node instances). Let \(R\) be a macro tick and \((C_i, M_i)\), for \(0 \leq i \leq \text{len}(R)\), the configurations of \(R\). Consider two node instances \(n_{i,1,2} = (n_{i,1,2}, i_{1,2})\) in \(R\), i.e., \(1 \leq i_{1,2} \leq \text{len}(R)\) and \(n_{1,2} = R(i_{1,2})\). The node instances are called confluent in \(R\), written \(n_{1,1,2} \sim_R n_{2,1,2}\) if \(n_1 \sim_{(C_i, M_i)} n_2\), where \(i = \min(i_1, i_2) - 1\).

Definition 4.5 determines confluence of node instances \((n_{1,1,2}, i_{1,2})\) in a macro tick \(R\) relative to the configuration \((C_i, M_i)\) in which the first of the two instances is executed. This is the instance with the minimal index \(i = \min(i_1, i_2) - 1\). It may thus
happen that \( n_1 \) and \( n_2 \) are confluent relative to this configuration \((C_i, M_i)\) although they are not confluent in the initial configuration \((C_0, M_0)\) of the macro tick. Since the execution sequence from \((C_0, M_0)\) to \((C_i, M_i)\) will be done under SC-admissibility constraints, the range of configurations in a tick in which confluence of given node instances becomes critical may be drastically reduced. This is important since whenever two concurrent nodes are not confluent, their execution order must be fixed to prevent non-determinacy. To this end the concurrency relation \( R \) is now refined by the following scheduling relations on node instances to characterize potentially conflicting variables accesses:

**Definition 4.6 (Scheduling relation on node instances).** For a macro tick \( R \) with two node instances \( n_{i,2} = (n_{1,2}, i_{1,2}), \) i.e., \( 1 \leq i_{1,2} \leq \text{len}(R) \) and \( n_{1,2} = R(i_{1,2}), \) that are concurrent in \( R \), i.e., \( n_{i,1} \not \sim_R n_{i,2} \) but not confluent in \( R \), i.e., \( n_{i,1} \neq_R n_{i,2} \), we write \( n_{i,1} \not \sim^R n_{i,2} \) iff \( n_{i,1} \sim_{\alpha} n_{i,2} \) for some \( \alpha \in \text{iter} \), and \( n_{i,1} \not \sim n_{i,2} \) iff \( i_{1} \neq i_{2}; \) i.e., \( n_{i,1} \) happens before \( n_{i,2} \) in \( R \).

By ensuring that the execution order of concurrent statements respects the ordering constraints \( \sim_{\text{iter}} \), we can now implement the iter protocol on concurrent accesses to shared variables.

**Definition 4.7 (SC-admissibility, scheduling conditions \( SC\text{iter} \)).** A macro tick \( R \) is SC-admissible iff for all node instances \( n_{1,2} = (n_{1,2}, i_{1,2}) \) in \( R \), with \( 1 \leq i_{1,2} \leq \text{len}(R) \) and \( n_{1,2} = R(i_{1,2}) \), and for all \( \alpha \in \text{iter} \), it fulfills scheduling condition \( SC\alpha \): if \( n_{1} \not \sim n_{2} \) then \( n_{1} \not \sim^R n_{2} \).

A run for an SCG is SC-admissible if all macro ticks \( R \) in this run are SC-admissible.

Note that if there is a \( \text{ww} \) conflict, then \( SC\text{ww} \) cannot hold, due to symmetry of \( \not \sim_{\text{ww}} \) and anti-symmetry of \( \not \sim^R \), and thus the run cannot be SC-admissible.

Note also that ordering absolute writes before relative writes before reads is not the only possible order to achieve determinate concurrency. For example, if reads were to be done before any writes, the reads would not refer to variable values from the current tick, but would always refer to the variable values from the previous tick, or possibly uninitialized values. Also, we could order relative writes before absolute writes (due to persistence, the relative writes would be relative to the last value from the previous tick), but then the relative writes would be overwritten by the absolute writes. Therefore, we consider the \( \text{iter} \) order prescribed above to be the most sensible and intuitive one, as it offers the programmer the greatest degree of control and expressiveness.

The run shown in Fig. 2e for the Control example is admissible because the write to checkReq (L13) is scheduled before the corresponding read (L23), and similarly the writes to grant (L22 and potentially L24) are scheduled before the read (L14).

### 4.3. Sequential Constructiveness

The notion of SC-admissibility (Def. 4.7) restricts the free scheduling defined in Sec. 3.2 to those executions which respect an iter regime for concurrent variable accesses unless these variable accesses are confluent. We assume that this regime is enforced by the compiler and/or the run-time system on the target architecture. A program is considered sequentially constructive if it exhibits a determinate behavior under such SC-admissible scheduling.

**Definition 4.8 (Sequential constructiveness, reactivity, determinacy).** A program is sequentially constructive (SC) if (i) it is reactive, i.e., there exists an SC-admissible run for it, and (ii) it is determinate, i.e., every SC-admissible run generates the same, determinate sequence of macro ticks. More precisely, for any two SC-admissible runs...
\[ R^a, V^a_i : (C^a_0, M^a_0) \Rightarrow (C^a_{k(a)}, M^a_{k(a)}) \text{ and } (R^a, V^a_i) : (C^a_{k(a)}, M^a_{k(a)}) \Rightarrow (C^a_{k'(a)}, M^a_{k'(a)}) \]
such that \( M^a_0 = M^a_0 \) are the same initial memory, and \( V^a_i = V^a_i \) are the same input sequences, the sequence of responses is identical, too, i.e., \( M^a_{k(a)} = M^a_{k'(a)} \) for all \( a \).

The term “reactive” is chosen in analogy to “logically reactive” [Berry 2002]. Sequential constructiveness is violated when a program is not reactive, as is the case for NonReact seen in Fig. 4. Since the assignments in NonReact are ordered \( L7 \rightarrow_{ir} L9 \) and \( L9 \rightarrow_{ir} L7 \) in both directions, the scheduler has no chance to select one of them without violating SC of Def. 4.7. Note that all macro tick runs of NonReact produce the same result; i.e., the program is determinate under non-SC (free) scheduling; however, programs like NonReact certainly do not represent good coding style, thus we do not mind rejecting them.

Reactivity does not imply determinacy, as illustrated by NonDet in Fig. 5. There are two SC-admissible runs in which the threads CheckX and CheckY (conditionals in L7 and L11) are executed atomically. Depending on which thread is scheduled first, we end up with the memory \( [x = \text{true}, y = \text{false}] \) or \( [x = \text{false}, y = \text{true}] \). These runs are non-determinate and thus NonDet is not SC.

As a positive example, the program Control, shown in Fig. 2, is SC. As the concurrency relation on variable accesses is not transitive, an access may belong to different (maximal) sets of mutually concurrent accesses. For example, in Control, L14 belongs to two maximal sets of concurrent accesses, namely \{L14, L22\} and \{L14, L24\}. The SC scheduling rule (Def. 4.7), applied to each of these sets, demands that L22 and L24 must both be scheduled before L14. This, together with the natural sequential ordering of the Dispatch thread, results in a determinate outcome.

### 5. ANALYZING SEQUENTIAL CONSTRUCTIVENESS IN PRACTICE

Practical analyses must approximate the notion of sequential constructiveness which is computationally intractable due to its dependence on run-time properties of macro ticks and node instances. To this end we now discuss how to abstract the concurrency and scheduling relations from node instances to static relations on nodes.

#### 5.1. Acyclic Sequential Constructiveness (ASC)

**Definition 5.1 (SC-schedules).** For an SCG \( G = (N, E) \), an SC-schedule \( \Sigma \) is a subset of \( G \)'s instantaneous edges: \( \Sigma \subseteq E_{ins} \). We refer to \( E_{ins} \) itself, which is derived solely by analysis of the program structure, as structural SC-schedule.

An SC-schedule \( \Sigma \) is valid if for every macro tick \( R \) of \( G \) which can be reached and executed under the SC-admissibility rules, if \( (n_1, i_1) \rightarrow_\alpha^n (n_2, i_2) \) for some node instances \( (n_1, 2, i_1, 2) \) in \( R \) and some \( \alpha \in \alpha_{ins} \) (Def. 4.6), then \( (n_1 \rightarrow_\alpha n_2) \in \Sigma \).

The validity requirement of Def. 5.1 on SC-schedules \( \Sigma \) guarantees that the static node relations \( \rightarrow_\alpha \) of \( \Sigma \) are a conservative over-approximation of the dynamic relations \( \rightarrow_\alpha^n \) on node instances under the assumption that \( G \) is executed in an SC-admissible fashion. In contrast, the inclusion condition \( \Sigma \subseteq E_{ins} \) of Def. 5.1 excludes superfluous scheduling constraints that the program does not justify.
So far, we defined a schedule as a subset of $E$. The schedule order, defined next, provides a concrete rule set for a scheduler that has to choose among instructions (SCG nodes) from concurrent threads.

**Definition 5.2 (Schedule order).** For a valid SC-schedule $\Sigma$, the schedule order $\rightarrow_{\text{ins}}^{\Sigma}$ is defined such that $n_1 \rightarrow_{\text{ins}}^{\Sigma} n_2$ iff (i) $n_1 \parallel n_2$ and (ii) $\Sigma$ contains a path from $n_1$ to $n_2$ that includes an iur-edge.

Condition (ii) captures the case that there is an iur scheduling constraint that requires that $n_1$—or a sequential successor of $n_1$—must be scheduled before $n_2$—or a sequential predecessor of $n_2$. Thus, to enforce the iur protocol among concurrent threads, it suffices to always execute $\rightarrow_{\text{ins}}^{\Sigma}$-minimal nodes; i.e., if $n_{1,2}$ are eligible for execution and $n_1 \rightarrow_{\text{ins}}^{\Sigma} n_2$ holds, then $n_1$ must be scheduled before $n_2$.

Note that (ii) is conservative in that it may also impose a scheduling order between nodes if they are not run-time concurrent. We choose this conservative definition to be compatible with the priority-based scheduling scheme introduced in Sec. 5.2.

A less conservative, thread-instance aware definition of schedule order would for example not consider paths that include $\text{lcafork}(n_1, n_2)$, since at run time, executing $\text{lcafork}(n_1, n_2)$ would preclude that the node instances corresponding to $n_{1,2}$ could be run-time concurrent (consider (3) in Def. 2.6).

**Lemma 5.3 (Structural SC-schedule is valid).** $E_{\text{ins}}$ is a valid SC-schedule.

This lemma, which follows directly from Def. 4.6, gives us a means to infer a valid SC-schedule with simple, structural program analysis. However, a valid schedule may still contain conflicting orderings that cannot be satisfied or where it depends on the capabilities of the compiler or the run-time system whether it can be implemented. Thus, we also introduce the following classifications.

**Definition 5.4 (Schedule / program classes).** An SC-schedule $\Sigma$ is acyclic if it does not contain any cycle; $\Sigma$ is iur-acyclic if it does not contain any cycle that contains edges induced by $\rightarrow_{\text{iur}}$. A program for which a valid (iur-)acyclic SC-schedule exists is acyclic (iur-acyclic) SC, abbreviated ASC (IASC).

A program for which the structural SC-schedule $E_{\text{ins}}$ is (iur-)acyclic is structurally (iur-)acyclic SC, abbreviated SASC (SIASC).

**Theorem 5.5 (Sequential Constructiveness).** Every IASC program (and thus every ASC program) is sequentially constructive.

The proof, provided in the TR [von Hanxleden et al. 2013b], adapts the argument by Keller [1975] to prove global confluence from local confluence by parameterizing it to the set of admissible schedules specified by the iur protocol.

We have the implications SASC $\Rightarrow$ SIASC $\Rightarrow$ IASC $\Rightarrow$ SC and SASC $\Rightarrow$ ASC $\Rightarrow$ IASC. Thus, SASC is the strongest condition and most conservative approximation of SC. To determine whether a program is SASC or not requires minimal, only structural analysis. We therefore propose that any compilation technique developed for the SC MoC should at least be able to accept all SASC programs; conversely, writing programs such that they are SASC ensures maximal portability. However, this precludes some features like instantaneous loops, as permitted by SIASC, even if the loops are provably finite, thus there is a trade-off to make. The priority-based analysis

---

2This terminology has evolved slightly. In [von Hanxleden et al. 2013a; von Hanxleden et al. 2013b], “ASC schedulable” denoted IASC. Furthermore, “wir” (write-increment-read) was used there instead of “iur.” In [von Hanxleden et al. 2014], where $E_{\text{ins}}$ is the only considered schedule, the term “ASC schedulable” was used to denote SASC.
and execution scheme proposed in Sec. 5.2 is indeed not restricted to SASC programs, but can handle all SIASC programs.

One may also relax the sequential order to only order non-confluent statements. This leads to the class of data-flow acyclic programs, which is not further elaborated on here.

For the Control example of Fig. 2, it is easy to see that the only pairs of nodes which are concurrent and in conflict relative to any initial configuration of Control are $L24 \not\sim L14$ and $L22 \not\sim L14$ which are write-read precedences on variable grant, and $L23 \not\sim L13$ as a write-read precedence on checkReq. Hence, by forcing the execution to respect the orderings $L22 \rightarrow_{ir} L14$, $L13 \rightarrow_{ir} L23$ and $L24 \rightarrow_{ir} L14$, specified by the dashed arrows in Fig. 2, we avoid the only possible scheduling violation (SC$_{ir}$) expressed in Def. 4.7.

Since these constraints, when added to the program order, do not introduce a causality cycle, we have a valid $iur$-acyclic SC-schedule $\Sigma$ in the sense of Def. 5.4. Thus Control is ASC. This not only ensures SC-admissible execution but also, by Thm. 5.5, determinate macro step responses. Control is in fact SASC since $\Sigma$ is identical to the instantaneous edges $E_{ins}$, which is acyclic.

5.2. Determining SC-schedules with priorities

As explained in Sec. 5.1, the schedule order $\rightarrow_{ins}^{\Sigma}$ for a valid schedule $\Sigma$ provides a (conservative) means to execute SC programs according to the SC MoC. One means to implement $\rightarrow_{ins}^{\Sigma}$ are priorities, defined next. Conceptually, priorities are similar to (inverse) logical time stamps, where $\rightarrow_{iur}$ corresponds to “happens before” [Lamport 1978]. We here use the term “priority” as it shall be used by a priority-based scheduler, which we define such that always gives control to the thread with highest priority, chosen from the set of threads that are still active in the current tick.

**Definition 5.6 (Priorities).** Given a valid SC-schedule $\Sigma$, the priority $n.pr$ of a statement $n \in N$ is the maximal number of $\rightarrow_{iur}$ edges traversed by any path in $\Sigma$ that originates in $n$.

The following lemma follows from the observation that in $\rightarrow_{ins}^{\Sigma}$, only $iur$-edges can involve concurrent threads.

**Lemma 5.7 (Priorities implement the schedule order).** For a priority assignment according to some SC-schedule $\Sigma$, for any two run-time (and hence also statically) concurrent statements $n1, n2 \in N$, $n1 \rightarrow_{ins}^{\Sigma} n2$ implies $n1.pr > n2.pr$.

A priority-based scheduler never allows a statement that is ready for execution to wait on another statement with lower priority. Such a scheduler implements a valid schedule, as can be verified from the SCG construction. For example $n1 \rightarrow_{ir} n2$ implies $n1 \rightarrow_{iur} n2$, which implies, by definition of priorities, $n1.pr > n2.pr$, which in turn implies that $n1$ gets scheduled before $n2$. Thus initializations are performed before concurrent updates to the same variable. Similarly $\rightarrow_{ir}$, ensures that initializations are performed before concurrent reads of the same variable, and $\rightarrow_{ur}$ ensures that updates are performed before concurrent reads of the same variable. The priority concept can also serve to determine sequential constructiveness, based on Thm. 5.5 and the following theorem:

**Theorem 5.8 (Finite Priorities).** A program is IASC iff there exists a valid SC-schedule such that all statement priorities are finite.

Note that the existence of finite priorities implies there is no $\leftrightarrow_{ww}$ cycle in $\Sigma$, which means that there is no $\rightarrow_{ww}$ dependency edge in the schedule.
In principle, we might invoke the priority-based scheduler before every single statement execution. However, for a practical implementation, it is worthwhile to consider when a scheduler must actually be invoked and when an executing thread might just keep executing without invoking the scheduler. The way we (conservatively) defined our priorities, the statements executed within a tick always execute in non-increasing priority order. (A more permissive priority assignment might, under some circumstances, permit the priority of a fork to be lower than its children, corresponding to the thread-instance aware schedule order discussed along Def. 5.2.) Therefore a thread \( t \) currently executing with some priority \( pr \), meaning that its priority is at least as high as any other thread currently eligible for execution, cannot be preempted by another thread \( u \) with higher priority unless \( t \) just yields by lowering its own priority below \( u \)'s priority. Thus, the only points when a scheduler is called for are 1) when a thread lowers its own priority, or 2) when threads are forked and the scheduler has to schedule one of the forked threads, or 3) when a thread finishes for the current tick, that is, it reaches a pause statement or terminates.

5.3. Determining IASC and computing priorities

Given a valid SC-schedule \( \Sigma \), which can be either \( \Sigma_{ins} \) or a subset thereof depending on the analysis capabilities of the compiler, the calculation of priorities (Def. 5.6) can be formulated as a longest weighted path problem. We assign to each edge \( e \in \Sigma \) a weight \( e.w \), with \( e.w = 0 \) iff \( e \cdot src \rightarrow_{seq} e \cdot tgt \), and \( e.w = 1 \) iff \( e \cdot src \rightarrow_{iur} e \cdot tgt \). As the relations \( \rightarrow_{iur} \) and \( \rightarrow_{seq} \) exclude each other, the weight of each edge is uniquely determined. With this assignment of weights, \( n.pr \) becomes the maximal weight of any path originating in \( n \).

A non-trivial aspect in calculating priorities is that we want to handle (sequential) loops, i.e., cyclic SCGs. In the usual synchronous MoC, loops are prohibited when they can occur within a tick; this simplifies the scheduling problem, but is again more restrictive than necessary to ensure determinacy. For arbitrary (i.e., possibly cyclic) weighted graphs, the computation of the longest weighted path is an NP-hard problem, as it can be reduced to the Hamiltonian path problem. However, according to our definition of SC, we can exclude all graphs that contain a cycle with a positive weight, as these cycles would contain a \( \rightarrow_{iur} \) edge, which would mean that the program is not IASC. Thus we can compute priorities efficiently as follows:

1. Detect whether \( \Sigma \) has a positive weight cycle. We can do so by computing the Strongly Connected Components (SCCs), for example using the algorithm of Tarjan [1972], and checking if any SCC contains a node that is connected to another node within the same SCC by a \( \rightarrow_{iur} \) edge.
2. If a positive weight cycle exists, then \( \Sigma \) is not \( iur \)-acyclic (Def. 5.4); we then reject the program and are done. Otherwise, we accept the program, and continue. Now nodes in the same SCC can reach each other, but only through paths with weight 0, and therefore must have the same priority.
3. From the SCCs, construct the directed acyclic graph \( G_{SCC} = (N_{SCC}, E_{SCC}) \), where \( N_{SCC} \subset N \) contains a representative node from each SCC of \( G \) (using e.g. the SCC roots computed by Tarjan’s algorithm), and \( E_{SCC} \) contains an edge from one SCC representative to another iff the corresponding SCCs are connected in \( G \). Here we assign an edge in \( E_{SCC} \) the maximum weight of the corresponding edges in \( \Sigma \).
4. Compute for each \( n_{SCC} \in N_{SCC} \) the maximum weighted length (priority) \( n_{SCC}.pr \) of any path originating in \( n_{SCC} \), e.g., with a depth-first recursive traversal of all edges in the acyclic \( G_{SCC} \).
5. Assign each statement \( n \in N \) the priority computed for its SCC.
We can perform all these steps in time linear to the number of nodes and edges of $G$. For the Control example, the resulting priorities are indicated in Fig. 2c.

6. RELATED WORK

Edwards [2003] and Potop-Butucaru et al. [2007] provide good overviews of compilation challenges and approaches for concurrent languages, including synchronous languages and classical work such as the Program Dependence Graph (PDG) [Ferrante et al. 1987]. The SC Graph introduced here can be viewed as a traditional control flow graph enriched with data dependence information akin to the PDG for analysis and scheduling purposes.

Esterel, like Quartz, provides determinate concurrency with shared signals. Causal Esterel programs on pure signals satisfy a strong scheduling invariant: they can be translated into constructive circuits which are delay-insensitive [Brzozowski and Seger 1995] under the non-inertial delay model, which can be fully decided using ternary Kleene algebra [Mendler et al. 2012]. This makes the work on causality analysis of cyclic circuits by Malik [1994] applicable to constructiveness analysis of (instantaneous) Esterel program. This has been extended by Shiple et al. [1996] to state-based systems, as induced by Esterel’s pause operator, thus handling non-instantaneous programs as well. The algebraic transformations proposed by Schneider et al. [2005] increase the class of programs considered constructive by permitting different levels of partial evaluation. However, none of these approaches separates initialisations and updates or permits sequential writes to a shared variable within a tick, as we do here. The notion of sequential constructiveness introduced here is weaker regarding schedule insensitivity, but more adequate for the sequential memory models available for imperative languages. Various other approaches with their own admissible scheduling schemes have been considered. Some are more restricted, some more generous and yet others incomparable with SC admissibility and sequential constructiveness (S-constructiveness). The three most prominent approaches are due to Pnueli and Shalev [1991], Boussinot [1998] and Berry [2002], which we refer to as P, L, and B-constructiveness, respectively. We find that $\{S, P, L\}$-constructiveness are incomparable with each other, but all three include B-constructiveness. None of $\{P, L, B\}$-constructiveness considers sequential control flow as SC does. Thus we believe that in particular for software-based reactive system, S-constructiveness is more practical than the alternatives.

The standard synchronus MoC distinguishes between (local) variables and (shared) signals. Signals in Esterel may also be valued, in which case they do not only carry a presence status, but also a value of some type. The emission of a valued signal sets a signal present and assigns it a value. Concurrent emissions of a valued signal are allowed if the signal is associated with a combination function. The SC MoC adopts and slightly generalizes this concept of a combination function, and considers such assignments via a combination function as a relative write. Esterel signals can be coded in SCL using variable accesses [von Hanxleden et al. 2013b]). Finally, Esterel also has the concept of variables that can be modified sequentially within a tick. However, they cannot be shared among concurrent threads. The variable access mechanism of the SC MoC proposed here can be viewed as a combination of Esterel’s signals and variables that is more liberal than either one, without compromising determinacy.

Lustre, like Signal, is a data-flow oriented language that uses a declarative, equation-based style to perform variable (stream of values) assignments. Write-write races are ruled out by the restriction to just one defining equation per variable. Write-read races are addressed by the requirement that, within a tick, an expression is only computed after all variables referenced by that expression have been computed. This
Sequentially Constructive Concurrency requires that the write-read dependencies form a partial order from which a schedule can be derived [Pouzet and Raymond 2010]. Caspi et al. [2009] have extended Lustre with a shared memory model. Similar to the admissibility concept used in this paper, they defined a soundness criterion for scheduling policies that rules out race conditions. However, like the original Lustre, they adhere to the current synchronous model of execution in that they do not harness sequentiality to permit and order multiple writes.

Our work on SC exploits, and thus also depends on, the implementation of sequential composition as expressed by “;” at the target platform. This deviates from existing synchronous languages such as Esterel and Quartz which do not assume that statements separated by “;” are executed in strict sequence. In fact, in causal (pure) Esterel and Quartz programs sequential composition “;” can be replaced by parallel composition || without affecting the macro tick response. Recently, Mandel et al. [2013] and Gemünder et al. [2013] applied clock refinement to provide micro-level sequencing within an outer macro-clock. In this way, sequences of accesses to the same variable but from concurrent threads can be bundled within a single tick. This also increases sequential expressiveness but in an orthogonal fashion compared to our approach, which does not use an explicit clock to achieve sequential updating but instead takes it for granted just like a C/Java programmer does.

There have been several proposals that extend C or Java with concurrency constructs. However, these typically induce race conditions for shared variables, as addressed for example by [Yu et al. 2012] for OpenMP. Some of these proposed concurrency extensions avoid race conditions by building on synchronous programming principles. Reactive C by [Boussinot 1991] is an extension of C that employs the concepts of ticks and preemptions, but does not provide true concurrency and has an interpreted implementation. ECL extends C as well with Esterel-like reactive constructs [Lavagno and Sentovich 1999]; ECL programs are compiled into a reactive part (Esterel) and a data-part (C), plus some “glue logic”. FairThreads [Boussinot 2006] are an extension introducing concurrency via native threads. Synchronous C, a.k.a. SyncCharts in C [von Hanxleden 2009], augments C with synchronous, determinate concurrency and preemption. It provides a coroutine-like thread scheduling mechanism, with thread priorities that have to be explicitly set by the programmer. Synchronous C is a possible synthesis target for SC programs, where the algorithm presented in Sec. 5.2 can be used to automatically synthesize thread priorities. PRET-C [Andalam et al. 2009] also provides determinate reactive control flow; however, PRET-C assumes fixed priorities per thread, thus could not execute SC programs that require back-and-forth context switching between threads. Even more restrictive is the synchronous approach ForeC [Yip et al. 2013] for multi-core execution which does not permit any communication during a tick at all. SHIM [Tardieu and Edwards 2006] provides concurrent Kahn process networks with CSP-like rendezvous communication [Hoare 1985] and exception handling. Céu [Sant’Anna et al. 2013] schedules threads deterministically, based on their textual order, and provides shared variables, with compile-time warnings when they may be modified concurrently. None of these language proposals embeds the concept of Esterel-style constructiveness into shared variables as we do here. As far as these language proposals include signals, they come as “closed packages” that do not, for example, allow to separate initialisations from updates.

The concept of sequential constructiveness can be applied not only to software and not only to textual C/Java-like languages, but also to hardware and to graphical formalisms such as Statecharts [Harel 1987]. In fact, the development of a semantically sound, yet flexible and intuitive Statechart dialect for FPGA synthesis was the original motivation for developing the SC MoC. We have developed such a Statechart dialect, named Sequentially Constructive Statecharts (SCCharts) [von Hanxleden et al.]
to be used for the development of safety-critical embedded systems in an industrial setting. The core semantic concepts of SCCharts are analogous to SyncCharts of André [1996], which can be viewed as a graphical variant of Esterel. In Esterel Studio, SyncCharts were introduced as Safe State Machines. The Safety Critical Application Development Environment (SCADE) uses a variant of SyncCharts elements to augment dataflow diagrams with reactive behavior, by extending Boolean clocks towards clocks that express state [Colaço et al. 2005; 2006]. The main difference between SC-Charts and SyncCharts (including those present in SCADE) is that SCCharts are not restricted to constructiveness in the sense of Berry [2002], but relax this requirement to sequential constructiveness. SCCharts, and with them SCL/SCG as intermediate representations, have been implemented as part of the KIELER environment.

Regarding the compilation of SCL programs (and SCCharts), two alternative code generation strategies have been proposed [von Hanxleden et al. 2014]. The first approach, termed data-flow approach, transforms SCL programs first into static single assignment form [Appel 1998] to handle multiple assignments within a tick and then produces a netlist, which can be either mapped to hardware, or can be simulated in software. This approach can compile all data-flow acyclic programs (see Sec. 5.1). The second, priority-based approach permits instantaneous loops and is primarily suitable for software synthesis; it can compile all IASC programs.

An extended abstract of this work was presented at the DATE conference [von Hanxleden et al. 2013a]. Since that presentation, we have refined the concept of admissibility, and in particular have sharpened the notion of ineffective writes to confluent writes. We also improved the definition of acyclic schedulability which was informal in [von Hanxleden et al. 2013a] and based it on the structural SC scheduling relation rather than the more general notion of valid SC-schedules.

7. SUMMARY AND OUTLOOK

Relying on a scheduler that is blind to shared variable accesses, such as a Java thread scheduler, makes concurrent programming a difficult endeavor with generally unpredictable outcome. The SC MoC presented in this paper harnesses the synchronous MoC where it truly matters, namely to ensure determinacy when shared variables are accessed concurrently, and combines this with the flexibility and familiarity of sequential programming. The SC MoC builds on ideas from synchronous programming such as the fork...par...join construct and global clock synchronization through the pause statement. By exploiting the inherent sequential program order we can compile more programs than existing synchronous programming languages without losing determinacy. This not only adds expressive power compared to established synchronous programming, but allows programmers versed in sequential languages to harness the SC MoC and the determinate concurrency it provides without giving up familiar, safe programming patterns that are merely sequential.

This seemingly simple idea has turned out to be a fairly rich topic, of which only the fundamentals are covered here. More on how the SC MoC relates to other MoCs can be found in the TR [von Hanxleden et al. 2013b]. There we also explain how Esterel/SyncChart-style pure and valued signals can be emulated with shared variables in the SC MoC, illustrate how hierarchical aborts can be mapped to SCL/SCG, and present further examples including the combined use of absolute and relative writes. Another interesting question is how the SC MoC domain relates to other synchronous models of computation with respect to what class of programs are considered admissible. We have proven elsewhere that B-constructiveness implies SC [Aguado et al. 2014], using a functional/algebraic formalization of SC, rather than the oper-
ational formalization presented here. However, there are other models of computation that we plan a comparison with in the future. For instance, the execution model of PRET-C [Andalam et al. 2010] with its statically scheduled execution of parallel threads can be accommodated in the SC model by constraining the free schedules by an additional thread sequentialization order.

Considering Esterel-like languages with signal-based communication and synchronization, SC empowers shared variables to directly model signals. This helps to close the gap between programming language and implementation language. Thus SC not only enlarges the class of constructive synchronous programs, but should also help in the compilation of Esterel-like languages, which is one area we plan to investigate in the future. Conversely, the compilation of SC programs can also benefit from existing work on Esterel compilation that, e.g., also permits the compilation of cyclic programs as long as they are constructive [Potop-Butucaru et al. 2007]. A related area of practical interest is how to extend the static analysis capabilities of the compiler to enlarge the class of accepted programs, and how best to give feedback to the user in case a compiler rejects a program because it cannot schedule it.

So far, we have mainly considered how to express Esterel concepts, notably signals, into SCL. This is natural in that SCL, with its explicit, programmer-accessible initialization and updates of variables, provides more elementary concepts than Esterel does. However, one might also investigate the other direction, i.e., how to transform an SCL program into an equivalent Esterel program. One approach to do so would be to develop an SSA transformation that is aware of sequential program orderings as well as the iur protocol. This approach might not only allow to harness existing Esterel compilation work, but could also lead to an alternative semantic grounding of SC.

We here presented the semantic principles of SC based on an interleaved, sequential scheduling of concurrent threads. However, this sequential model still offers room for parallel execution. This is already illustrated by the aforementioned mapping to hardware. Another natural application area would be multi-core software execution. To that end, we plan to further explore scheduling strategies that leave additional room for parallelism, for example based on PDGs [Ferrante et al. 1987]. For example, one might permit to revert the execution order of sequential statements if they are confluent, as is routinely done by out-of-order execution platforms. We also consider alternative definitions of the SC semantics, for example, as tree rewriting rules, thus reflecting the tree structure of the continuation pools.
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