Many implantable medical devices, such as pacemakers, have been recalled due to failure of their embedded software. This motivates rethinking their design and certification processes. We propose, for the first time, an additional layer of safety by formalising the problem of run-time enforcement of implantable pacemakers. While recent work has formalised run-time enforcement of reactive systems, the proposed framework generalises existing work along the following directions: (1) we develop bi-directional enforcement, where the enforced policies depend not only on the status of the pacemaker (the controller) but also of the heart (the plant), thus formalising the run-time enforcement problem for cyber-physical systems (2) we express policies using a variant of discrete timed automata (DTA), which can cover all regular properties unlike earlier frameworks limited to safety properties, (3) we are able to ensure the timing safety of implantable devices through the proposed enforcement, and (4) we show that the DTA-based approach is efficient relative to its dense time variant while ensuring that the discretisation error is relatively small and bounded. The developed approach is validated through a prototype system implemented using the open source KIELER framework. The experiments show that the framework incurs minimal runtime overhead.
1 INTRODUCTION

Pacemakers are life-saving devices that correct bradycardia, a type of arrhythmia when the heart is beating less than 50 beats per minute (bpm). While over a million pacemakers are implanted every year, there have been several adverse events associated with these devices. Ironically, devices designed to save lives have caused serious harm including death of many patients [2]. Such sobering statistics call for alternative techniques inspired by formal methods.

The first known formal model of the cardiac cell based on Hybrid Automata (HA) was developed in 2008 [24]. Subsequently, Boston Scientific released a specification, based on which a formal model of the pacemaker using Timed Automata (TA) [16] was developed. This model was validated using a random heart model also expressed as TA. While this paved the way for model-checking, the limitation of this work is that the associated heart model was simplistic. Subsequently, Oxford university researchers [9] created a 33-node HA model to capture forward conduction of the heart. They then validated a TA-based specification of the pacemaker [16] by creating the closed-loop system in Simulink. Recently, this model was extended to capture not only forward, but also backward conduction [25].

In spite of the use of such formal models, model checking remains elusive due to limitations with the underlying HA. For example, recently the SpaceEx model checker for hybrid automata was used in [21]. Here, they showed that the tool could only verify a conduction system of up to 16 cells. To overcome such scalability problems, recent work examined abstraction [14] and statistical model checking [17]. However, we believe that all these ignore a key requirement for pacemaker validation. The human heart is not static but a time varying dynamic system i.e. different types of arrhythmia may happen randomly and also the state of the heart might change randomly. It will be extremely difficult to validate such a closed-loop system formally, albeit recently a mode-based testing approach has been developed. Here, the heart goes through run-time parametrisation to exhibit different types of arrhythmia [1]. This is where we believe that run-time enforcement [20] may provide an alternative that is both formal and scalable.

We propose the closed-loop Run-time Enforcement (RE) of the heart-pacemaker system, where they interact through an “enforcer”, which provides an additional layer of safety. It is designed to enforce a set of critical properties and does not perform all the tasks of a typical pacemaker, which may include rate adaptation, Electrogram (EGM) processing (signal processing), and efficiency considerations. The enforcement monitor, on the other hand, is much simpler and deals with the run-time enforcement of certain “life or death” properties, which are only enforced when the pacemaker fails to guarantee them. The heart-pacemaker combination provides a typical example of a Cyber-Physical System (CPS) [15] and we need to carefully consider the enforcement of such systems based on the current status of related work.

A Pacemaker is a reactive system, which must react to the stimulus provided by the heart. While run-time enforcement of transformational systems is extensively studied, the enforcement of reactive systems is just emerging [6]. Unlike the enforcers in the former category, which can delay events through buffering, enforcers for reactive systems must operate in the same reactive cycle. While the shield synthesis [6] is relevant in the pacemaker context to some degree, it only performs the enforcement in one direction. While enforcing properties of CPS, bi-directional enforcement (i.e., monitoring both the inputs and the outputs of the controller, and editing erroneous inputs/outputs when necessary) is critical. More importantly, the enforcer must perform the enforcement of timed properties, which is yet to be formalised for bi-directional enforcement of reactive systems. In addition to order of events, timed properties allow to express how time should elapse between events, and occurrence time of events effects satisfaction of the property.
1.1 Overview of the proposed approach

In this section, we describe the general principles of bi-directional RE for CPS via examples illustrating the expected input/output behavior of the synthesized enforcer.

Let us consider the framework in the Figure 1, where the heart is the plant, and the pacemaker is the controller. We will consider some requirements of the pacemaker.

The set of Boolean inputs from the heart to the pacemaker are $I = \{AS, VS\}$, where Atrial Sense (AS) is the sensor to sense the electrical pulse that contracts the walls of the atria, and Ventricular Sense (VS) is the sensor to sense the electrical pulse that contracts the walls of the ventricle. The set of Boolean outputs from the pacemaker are $O = \{AP, VP\}$, where Atrial Pace (AP) (resp. Ventricular Pace (VP)) is the signal generated by the pacemaker to pace the atrium (resp. ventricle).

A timing diagram for a DDD mode pacemaker is shown in Figure 2. At the top of the diagram EGMs for both an atrium and ventricle are shown, while the bottom of the diagram shows the status of various timers during the pacemaker operation. Labels on the two traces show whether the event is a sensed natural event (AS or VS), ignored natural event (Atrial Refractory Sense (AR) or Ventricular Refractory Sense (VR)), or artificial pacing from the pacemaker (AP or VP).

The key timers shown at the bottom of the figure are Post-Ventricular Atrial Refractory Period (PVARP), Atrioventricular Interval (AVI), Lower Rate Interval (LRI) and Upper Rate Interval (URI). These maintain specific timing delay i.e. the AVI timer maintains the correct time delay between any atrial event and a subsequent ventricular event.
In this paper we consider the following requirements from [16]. Note that timing intervals such as $AVI$, $AEI$ and $LRI$ are real values denoted as some constant $C$. Their discrete counter parts are denoted as $AVITICKS$, $AEITICKS$ etc are denoted as $CTICKS$.

$P_1$ $AP$ and $VP$ cannot happen simultaneously.

$P_2$ VS or VP must be true within $AVITICKS$ after an atrial event $AS$ or $AP$.

$P_3$ AS or AP must be true within $AEITICKS$ after an ventricle event $VS$ or $VP$.

$P_4$ After a ventricle event, another ventricle event can happen only after $URITICKS$.

$P_5$ After a ventricle event, another ventricle event should happen within $LRITICKS$.

Properties $P_1 \ldots P_5$ are discrete time properties, and their dense variants with real-time constraints are denoted as $P'_1 \ldots P'_5$. Dense time properties can be expressed as Timed Automata (TA) [3].

We express discrete time properties using a variant of Discrete Timed Automata (DTA) [7] that we call Synchronous DTA (SDTA). SDTA have a different timed semantics, where discrete transitions are not possible and all transitions take one tick relative to the ticks of a synchronous global clock inspired by synchronous languages [5]. The use of DTA over TA is primarily motivated by the fact that the approach can directly use a formulation similar to synchronous languages, where time is discretized. This makes the overall algorithm simple, where the pacemaker and the enforcer are composed synchronously. From now on when we refer to DTA in this paper, we mean SDTA. We introduce this formally in Section 2.

In this paper, we consider and focus on the heart-pacemaker system to illustrate the proposed RE framework. Our formalization is also applicable in general to other types of CPS, where in addition to enforcing outputs from the system, enforcing inputs from the physical side is also relevant. For instance, in the automotive domain, consider a cruise controller. Consider a property which states that “when the brake and cruise inputs are simultaneously present, the brake is given priority”. In this event, the enforcer will forward the brake input while toggling the cruise input. Moreover, when we enforce security policies, an enforcer should be allowed to suppress malicious inputs from an attacker. When we consider systems such as Unmanned Aerial Systems (UAS), an attacker may modify and feed-in bad inputs to take control over the system. An enforcement mechanism may be used to detect and prevent such attacks.

The main contributions of the paper are:

- We introduce the concept of synchronous run-time enforcement of reactive systems, which includes timed properties, using DTA-based specification. A key motivation for using the synchronous framework is that it is a standard framework while designing reactive systems and lends itself nicely to the run-time enforcement problem, which is yet to be studied for synchronous systems involving timed properties.

- The developed synchronous approach is intentional, as compared to the approach based on dense TA, the developed algorithm is simple and does not require region or zone graph construction.

- We formalise a set of constraints for enforcer synthesis, which are novel. Except soundness, all other constraints are new and specific to the developed formulation.

- The developed framework is implemented in the SCCharts tool-chain, which supports synchronous enforcement in addition to synchronous observers.

2 PRELIMINARIES AND NOTATIONS

A finite (resp. infinite) word over a finite alphabet $\Sigma$ is a finite sequence $\sigma = a_1 \cdot a_2 \cdot \ldots \cdot a_n$ (resp. infinite sequence $\sigma = a_1 \cdot a_2 \cdot \ldots$) of elements of $\Sigma$. The set of finite (resp. infinite) words over $\Sigma$ is $\Sigma^*$ (resp. $\Sigma^\omega$).

\[ CTICKS = \lceil \frac{C}{WCRT} \rceil \] or $CTICKS = \lfloor \frac{C}{WCRT} \rfloor$. $WCRT$ denotes the worst case reaction time and this is detailed in Section 4.2.
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denoted by $Σ^∗$ (resp. $Σ^ω$). The length of a finite word $σ$ is $n$ and is denoted by $|σ|$. The empty word over $Σ$ is denoted by $ε$. The concatenation of two words $σ$ and $σ'$ is denoted by $σ · σ'$. A word $σ'$ is a prefix of a word $σ$, denoted as $σ' ≺ σ$, whenever there exists a word $σ''$ such that $σ = σ' · σ''$; conversely $σ$ is said to be an extension of $σ'$.

We focus on systems such as the pacemaker that has Boolean signals as inputs and outputs. We consider a reactive system with a finite ordered sets of Boolean inputs $I = \{i₁, i₂, \ldots, iₙ\}$ and Boolean outputs $O = \{o₁, o₂, \ldots, oₙ\}$. The input alphabet is $Σ_I = 2^I$, and the output alphabet is $Σ_O = 2^O$ and the input-output alphabet $Σ = Σ_I × Σ_O$. Each input (resp. output) event will be denoted as a bit-vector/complete monomial. For example, let $I = \{A, B\}$. Then, the input $\{A\} ∈ Σ_I$ is denoted as 10, while $\{B\} ∈ Σ_I$ is denoted as 01 and $\{A, B\} ∈ Σ_I$ is denoted as 11. A reaction (or input-output event) is of the form $(x₁, yᵰ)$, where $xᵰ ∈ Σ_I$ and $yᵰ ∈ Σ_O$.

### 2.1 CPS as a synchronous system

Controllers of CPSs operate synchronously [5] in a reactive loop that executes once every tick / reaction. During a tick, all three components – the plant, the controller, and the enforcer – are executed once. An execution $σ$ of a synchronous program $P$ is an infinite sequence of input-output events $σ ∈ Σ^ω$, and the behavior of a synchronous program $P$ is denoted as $\text{exec}(P) ⊆ Σ^ω$. The language $L$ of $P$ is denoted by $L(P) = \{σ ∈ Σ^∗ | ∃σ′ ∈ \text{exec}(P) ∧ σ ≺ σ′\}$. $L(P)$ is the set of all finite prefixes of the sequences in $\text{exec}(P)$.

### 2.2 Properties

A property $φ$ over $Σ$ defines a set $L(φ) ⊆ Σ^∗$. A program $P \models φ$ iff $L(P) ⊆ L(φ)$. In this paper, properties are formally defined as automata extended with a set of integer variables that we define in the sequel.

#### 2.2.1 Discrete Timed Automata (DTA)

We will now introduce DTA that are automata extended with a set of integer variables that are used as discrete clocks for instance to count the number of ticks before a certain event occurs. DTA are timed automata with integer valued clocks [7]. In this paper, properties that we want to enforce are defined using a variant of DTA, defined as follows:

**Definition 2.1 (Discrete Timed Automata (DTA)).** A Discrete Timed Automaton is a tuple $A = \langle L, I₀, L, Σ, V, Δ, F \rangle$ where $L$ is the set of locations, $I₀ ∈ L$ is the initial location, $Σ$ is the alphabet, $V$ is a set of integer clocks, $F ∈ L$ is the set of accepting locations, and $I₀$ is a unique non-accepting trap location. The transition relation $Δ$ is $Δ ⊆ L × G(V) × R × Σ × L$ where $G(V)$ denotes the set of guards, i.e., constraints defined as conjunctions of simple constraints of the form $v ≺ c$ with $v ∈ V$, $c ∈ \mathbb{N}$ and $≺ ∈ \{<, ≤, =, ≥, >\}$, and $R ⊆ V$ is a subset of integer clocks that are reset to 0.

A DTA is a finite automaton extended with a finite set of integer variables (i.e., discrete clocks). Let $V = \{v₁, \ldots, vₖ\}$ be a finite set of integer clocks. A valuation for $v$ is an element of $\mathbb{N}$, that is a function from $v$ to $\mathbb{N}$. The set of valuations for the set of clocks $V$ is denoted by $χ$. For $χ ∈ \mathbb{N}^V$, $χ + 1$ is the valuation assigning $χ(v) + 1$ to each clock variable $v$ of $V$. Given a set of clock variables $V' ⊆ V$, $χ[V' ← 0]$ is the valuation of clock variables $χ$ where all the clock variables in $V'$ are assigned to 0. Given $g ∈ G(V)$ and $χ$, $χ \models g$ if $g$ holds according to $χ$.

**Example 2.2 (Example property defined as a DTA).** Let $I = \{A\}$ and $O = \{B\}$, and the input-output alphabet $Σ = 2^I × 2^O$. Event $(1, 0)$ indicates $(A, B)^2$. Consider the following property: $S₁$: “A and B cannot happen simultaneously, A and B alternate starting with an A. B should be true with in 5 ticks after A occurs.”. The DTA in Figure 3 defines property $S₁$, where the set of integer clocks

---

2In some examples, for convenience, we use − to indicate either 0 or 1.
V = \{v_1\}. Location l_0 is the initial location, location l_2 is the non-accepting trap location and the set of accepting locations is \{l_0\}. Clock v_1 is reset to 0 upon transition from l_0 to l_1. The transition from location l_1 to l_1 (self-loop) is taken upon input-output event (0,0) and if the value of the clock v_1 is less than 5.

The semantics of a DTA is defined as a transition system where each state consists of the current location and the current values of all the integer clocks. The semantics of a DTA is defined as follows.

**Definition 2.3 (Semantics of DTA).** The semantics of a DTA is a transition system \([[A]] = (Q, q_0, \Sigma, \rightarrow, Q_F, q_v)\) where \(Q = L \times \mathbb{N}^V\) is the set of states, \(q_0 = (l_0, \chi_0)\) is the initial state where \(\chi_0\) is the valuation that maps every integer clock variable in V to 0, \(Q_F = F \times \mathbb{N}^V\) is the set of accepting states, and \(q_v = l_v \times \mathbb{N}^V\) is the set of trap states. The transition relation \(\rightarrow \subseteq Q \times \Sigma \times Q\) is a set of transitions of the form \((l, \chi) \xrightarrow{a} (l', \chi')\) with \(\chi' = (\chi + 1)[r \leftarrow 0]\) whenever there exists \((l, g, r, a, l') \in \Delta\) such that \(\chi' \models g\).

A run \(\rho\) of \(A\) from a state \(q \in Q\) over a untimed trace \(\sigma = a_1 \cdot a_2 \cdots a_n \in \Sigma^*\) is a sequence of moves in \([[A]]\) denoted as \(\rho = q \xrightarrow{a_1} q_1 \xrightarrow{a_2} \cdots \xrightarrow{a_{n-1}} q_n\), for some \(n \in \mathbb{N}\), and is denoted as \(q \xrightarrow{\sigma} q_n\). The set of runs from the initial state \(q_0 \in Q\), is denoted \(\text{Run}(A)\) and \(\text{Run}_{Q_F}(A)\) denotes the subset of those runs accepted by \(A\), i.e., ending in an accepting state \(q_n \in Q_F\). We denote by \(\mathcal{L}(A)\) the set of untimed traces of runs in \(\text{Run}_{Q_F}(A)\), and we use DTA to define untimed languages. We thus say that a untimed word is accepted by \(A\) if it is the trace of an accepted run.

**Definition 2.4 (Deterministic (complete) DTA).** A discrete timed automaton \(A = (L, l_0, l_v, \Sigma, V, \Delta, F)\) with its semantics \([[A]]\) is said to be a deterministic DTA whenever for any location \(l\) and any two distinct transitions \((l, g_1, a, Y_1, l_1') \in \Delta\) and \((l, g_2, a, Y_2, l_2') \in \Delta\) with same source \(l\), the conjunction of
guards $g_1 \land g_2$ is unsatisfiable. \( A \) is complete whenever for any location \( l \in L \) and any event \( a \in \Sigma \), the disjunction of the guards of the transitions leaving \( l \) and labelled by \( a \) evaluates to \textit{true}.

Remark 1. In this paper, we focus on enforcement of properties that can be defined by a DTA, i.e., the set of regular discrete time properties. In the rest of this paper, since we consider synchronous programs, we restrict to properties defined as deterministic DTA. Note that deterministic DTA are not time-deterministic, i.e., the time until something happens can be non-deterministic. Regarding completeness, if the user provides an incomplete DTA, we complete it by introducing a unique non-accepting trap location. We also consider that the set of locations \( L \) contain only locations that are reachable from the initial location \( l_0 \).

Example 2.5 (Run of a DTA). Let us consider the DTA in Figure 3. The set of clock variables \( V = \{v_1\} \), and initial location is \( l_0 \). Initial state of this DTA is \((l_0,v_1 = 0)\). Let \( \sigma = (0,0) \cdot (1,0) \cdot (0,0) \cdot (0,0) \cdot (0,1) \). Run of the DTA from the initial state \((l_0,v_1 = 0)\) upon \( \sigma \) is \((l_0,v_1 = 0) \xrightarrow{(0,0)} (l_1,v_1 = 0) \xrightarrow{(0,0)} (l_1,v_1 = 1) \xrightarrow{(0,0)} (l_1,v_1 = 2) \xrightarrow{(0,1)} (l_0,v_1 = 3) \). \( \sigma \) is an accepted by the DTA in Figure 3 since the state reached upon \( \sigma \) is \((l_0,v_1 = 3) \) which is an accepting state.

Definition 2.6 (Product of DTAs). Given two discrete TAs \( A^1 = (L^1,l^1_0,l^1,v^1,\Sigma^1,V^1,\Delta^1,F^1) \) and \( A^2 = (L^2,l^2_0,l^2,v^2,\Sigma^2,V^2,\Delta^2,F^2) \), with disjoint sets of integer clocks, their product is the DTA \( A^1 \times A^2 = (L,l_0,l_v,\Sigma,V,\Delta,F) \) where \( L = L^1 \times L^2 \), \( l_0 = (l^1_0,l^2_0) \), \( l_v = (l^1_v,l^2_v) \), \( V = V^1 \cup V^2 \), \( F = F^1 \times F^2 \), and \( \Delta \subseteq L \times \mathcal{G}(V) \times R \times \Sigma \times L \) is the transition relation, with \((l^1,\cdot,l^2_0,g^1 \land g^2,\cdot,\cdot) \) \( \in \Delta^1 \) if \((l^1,g^1,\cdot,l^1_0) \in \Delta^1 \) and \((l^2,g^2,\cdot,a,l^2) \) \( \in \Delta^2 \). In the product DTA, all locations in \((L^1 \times l^1_v) \cup (l^1_v \times L^2)\) are trap locations, and all the outgoing transitions for these locations can be replaced with self loops. We consider merging all the trap locations into a single location \( l_v \), where any outgoing transition from any location in \( L \setminus (L^1 \times l^1_v) \cup (l^1_v \times L^2) \) to a location in \((L^1 \times l^1_v) \cup (l^1_v \times L^2)\) goes to \( l_v \) instead.

The product of DTAs is useful when we want to enforce multiple properties. Given two deterministic and complete DTAs \( A^1 \) and \( A^2 \), the DTA \( A \) obtained by computing their product recognizes the language \( L(A^1) \cap L(A^2) \), and is also deterministic and complete.

2.2.2 Preliminaries to RE. Given an input-output word \( \sigma = (x_1,y_1) \cdot (x_2,y_2) \cdots (x_n,y_n) \in \Sigma^* \), the input word obtained from \( \sigma \) is denoted by \( \sigma_I \) where \( \sigma_I = x_1 \cdot x_2 \cdots x_n \in \Sigma_I^\ast \) is the projection on inputs ignoring outputs. Similarly, the output word obtained from \( \sigma \) is denoted by \( \sigma_O \) where \( \sigma_O = y_1 \cdot y_2 \cdots y_n \in \Sigma_O^\ast \) is the projection on outputs.

We consider bi-directional enforcement, where the enforcer has to first transform inputs from the environment in each step according to property \( \varphi \) defined as DTA \( A_\varphi \). We thus need to consider the input property that we obtain from \( A_\varphi \) by projecting on inputs.

Definition 2.7 (Input DTA \( A_{\varphi_I} \)). Given a property \( \varphi \) defined as DTA \( A_\varphi = (L,l_0,l_v,\Sigma,V,\Delta,F) \), input DTA \( A_{\varphi_I} = (L,l_0,l_v,\Sigma_I,V,\Delta_I,F) \) is obtained from \( A_\varphi \) by ignoring outputs on the transitions, i.e., for every transition \((l,g,r,(x,y),l') \in \Delta \) in \( A_\varphi \), there is a transition \((l,g,r,x,l') \in \Delta_I \) in \( A_{\varphi_I} \). \( L(A_{\varphi_I}) \) is denoted as \( \varphi_I \subseteq \Sigma_I^\ast \).

Automaton \( A_{\varphi_I} \) is identical to automaton \( A_{\varphi} \) where we ignore outputs when we traverse in the automaton. Locations \( L \) in both the automata, initial state \( l_0 \) and violating state \( l_v \) are exactly the same. Moreover, all the clock variables in \( A_{\varphi} \) also remain in \( A_{\varphi_I} \). Also, the number of transitions, source and destination of each transition, and the guards and resets of clock variables are also the same in both automata. The only difference is we ignore outputs in the automaton \( A_{\varphi_I} \), If \((x,y) \in \Sigma \), then \( x \in \Sigma_I \), and every transition \((l,g,r,(x,y),l') \in \Delta \) in \( A_{\varphi} \), is replaced with transition \((l,g,r,x,l') \in \Delta_I \) in \( A_{\varphi_I} \).
Example 2.8 (Input DTA $A_{\phi_1}$ obtained from $A_{\phi}$). Let us consider the DTA in Figure 3 defining the property $S_1$ introduced in Example 2.2. Figure 5 presents the input DTA obtained from the DTA in Figure 3. Though the DTA $A_{\phi}$ is deterministic, the input DTA $A_{\phi_1}$ might be non-deterministic as is the case in Figure 5.

Edit Functions. Given property $\phi \subseteq \Sigma^*$, defined as DTA $A_{\phi} = (L, l_0, l_v, \Sigma, V, \Delta, F)$ with semantics $[A_{\phi}] = (Q, q_0, \Sigma, \rightarrow, Q_F, q_0)$, we introduce edit$_{\phi_1}$ (resp. editO$_{\phi}$), which the enforcer uses for editing input (resp. output) events (whenever necessary), according to input property $\phi_1$ (resp. input-output property $\phi$). Note that in each step the enforcer first processes the input from the environment, and transforms it using edit$_{\phi_1}$ based on the input property $\phi_1$ obtained from the input-output property $\phi$ that we want to enforce. Later, the output produced by the program is transformed by the enforcer (when necessary) using editO$_{\phi}$ based on the input-output property $\phi$ that we want to enforce.

- **edit$_{\phi_1}(\sigma_I)$**: Given $\sigma_I \in \Sigma_I^*$, edit$_{\phi_1}(\sigma_I)$ is the set of input events $x$ in $\Sigma_I$ such that the word obtained by extending $\sigma_I$ with $x$ can be extended to a sequence that satisfies $\phi_I$ (i.e., there exists $\sigma' \in \Sigma_I^*$ such that $\sigma_I \cdot x \cdot \sigma'$ satisfies $\phi_I$). Formally,
  \[
  \text{edit}_{\phi_1}(\sigma_I) = \{ x \in \Sigma_I : \exists \sigma' \in \Sigma_I^* . \sigma_I \cdot x \cdot \sigma' \models \phi_I \}.
  \]

Consider the automaton $A_{\phi_I} = (L, l_0, l_v, \Sigma_I, V, \Delta_I, F)$ with semantics $[A_{\phi_I}] = (Q_I, q_0, \Sigma_I, \rightarrow, Q_{I_F}, q_{I_0})$. Let $q_I \in Q_I$ correspond to a state reachable in $A_{\phi_I}$ (i.e., $q_0 \rightarrow x \sigma_I q_I$) upon $\sigma_I$. We define edit$_{\phi_I}(q_I)$ as follows:

\[
\text{edit}_{\phi_I}(q_I) = \{ x \in \Sigma_I : \exists \sigma' \in \Sigma_I^* . \sigma_I \xrightarrow{x \cdot \sigma'} q_I' \wedge q_I' \in Q_{I_F} \}.
\]

Example 2.9. Consider the automaton in Fig. 5 obtained from the automaton in Fig. 3 by ignoring outputs. Let $\sigma = (0,0) \cdot (1,0)$, and thus $\sigma_I = 0 \cdot 1$. Then $(l_0, v_1 = 0) \xrightarrow{\sigma} (l_1, v_1 = 0)$, and edit$_{\phi_I}((l_1, v_1 = 0)) = \{0\}$.

- **editO$_{\phi}(\sigma, x)$**: Given an input-output word $\sigma \in \Sigma^*$ and an input event $x \in \Sigma_I$, editO$_{\phi}(\sigma, x)$ is the set of output events $y$ in $\Sigma_O$ such that the input-output word obtained by extending $\sigma$ with $(x,y)$ can be extended to a sequence that satisfies the property $\phi$ (i.e., $\exists \sigma' \in \Sigma^*$ such that $\sigma \cdot (x,y) \cdot \sigma' \models \phi$). Formally,
  \[
  \text{editO}_{\phi}(\sigma, x) = \{ y \in \Sigma_O : \exists \sigma' \in \Sigma^* . \sigma \cdot (x,y) \cdot \sigma' \models \phi \}.
  \]

Consider the DTA $A_{\phi} = (L, l_0, l_v, \Sigma, V, \Delta, F)$ defining property $\phi$ with semantics $[A_{\phi}] = (Q, q_0, \Sigma, \rightarrow, Q_F, q_0)$, and an input event $x \in \Sigma_I$. If $q \in Q$ corresponds to a state reached in...
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3 PROBLEM DEFINITION

In this section, we formalize the runtime enforcement problem for CPS. We consider a digital controller (e.g., the pacemaker) with Boolean input and output streams, and enforcement of any regular property \( \varphi \), defined as a DTA. We also consider a plant (e.g., the heart) to be a continuous system, which is sampled periodically, that result in Boolean streams (e.g., the Atrial Sense (AS) and Ventricular Sense (VS) signals sensed by the pacemaker leads). In the setting we consider, as illustrated in Figure 1, an enforcer monitors and corrects both input and output of a synchronous program according to a given correctness property \( \varphi \). Let us recall that an input event \((x, y)\) is a tuple, where \(x\) is the input (values of all Boolean inputs), and \(y\) is the output (values of all Boolean outputs). At each step, the enforcer consumes an input event \((x, y)\) and produces an output event \((x', y')\) by editing \(x\) and \(y\) if necessary.

We assume that the controller (pacemaker) may be invoked through a special function call called ptick. Since the pacemaker is considered to be a black-box, internals of the function ptick are considered to be unknown. Formally, ptick is a function (with internal state) from \(\Sigma_I\) to \(\Sigma_O\) that takes a bit vector \(x \in \Sigma_I\) and returns a bit vector \(y \in \Sigma_O\).

An enforcer for a property \(\varphi\) can only edit an input-output event when necessary, and it cannot block, delay or suppress events. Let us recall the two functions \(edit_{\varphi_1}\) and \(edit_{\varphi_0}\) that were introduced in Section 2 that the enforcer for \(\varphi\) uses to edit the current input (respectively output) event according to property \(\varphi\).

At an abstract level, an enforcer may be viewed as a function that transforms words. An enforcement function for a given property \(\varphi\) takes as input a word over \(\Sigma^*\) and outputs a word over \(\Sigma^*\) that satisfies \(\varphi\), or can be extended to satisfy \(\varphi\) in the future.

---

\(\mathcal{A}_{\varphi}\) upon \(\sigma_I\) (i.e., \(q_0 \xrightarrow{\sigma} q\)), \(edit_{\varphi_0}(\sigma, x)\) can be alternatively defined as follows:

\[
\text{edit}_{\mathcal{A}_{\varphi}}(q, x) = \{ y \in \Sigma_O : \exists \sigma' \in \Sigma^*, q \xrightarrow{(x, y; \sigma')} q' \land q' \in Q_F \}.
\]

Example 2.10. Let us consider the property \(S_1\) defined by the automaton in Figure 3. We have \(\text{edit}_{\mathcal{A}_{\varphi}}((0, 0), 0) = \{0\}\).

- \textbf{rand-edit}_{\varphi}(\sigma_I): Given \(\sigma_I \in \Sigma_I^*\) if \(\text{edit}_{\varphi}(\sigma_I)\) is non-empty, then \(\text{rand-edit}_{\varphi}(\sigma_I)\) returns an element (chosen randomly) from \(\text{edit}_{\varphi}(\sigma_I)\), and is undefined if \(\text{edit}_{\varphi}(\sigma_I)\) is empty. Given \(q_I \in Q_I\), if \(\text{edit}_{\mathcal{A}_{\varphi}}(q_I)\) is non-empty, then \(\text{rand-edit}_{\mathcal{A}_{\varphi}}(q_I)\) returns an element (chosen randomly) from \(\text{edit}_{\mathcal{A}_{\varphi}}(q_I)\), and is undefined if \(\text{edit}_{\mathcal{A}_{\varphi}}(q_I)\) is empty.

- \textbf{rand-edit}_{\varphi}(\sigma, x): Given \(\sigma \in \Sigma^*\), and \(x \in \Sigma_I\), if \(\text{edit}_{\varphi}(\sigma, x)\) is non-empty, then \(\text{rand-edit}_{\varphi}(\sigma, x)\) returns an element (chosen randomly) from \(\text{edit}_{\varphi}(\sigma, x)\), and is undefined if \(\text{edit}_{\varphi}(\sigma, x)\) is empty. Given \(q \in Q\) and \(x \in \Sigma_I\), if \(\text{edit}_{\mathcal{A}_{\varphi}}(q, x)\) is non-empty, then \(\text{rand-edit}_{\mathcal{A}_{\varphi}}(q, x)\) returns an element (chosen randomly) from \(\text{edit}_{\mathcal{A}_{\varphi}}(q, x)\), and is undefined if \(\text{edit}_{\mathcal{A}_{\varphi}}(q, x)\) is empty.

- \textbf{minD-edit}_{\varphi}(\sigma_I, x): Given \(\sigma_I \in \Sigma_I^*\) and \(x \in \Sigma_I\), if \(\text{edit}_{\varphi}(\sigma_I)\) is non-empty, then \(\text{minD-edit}_{\varphi}(\sigma_I, x)\) returns an event from \(\text{edit}_{\varphi}(\sigma_I)\) with minimal distance\(^3\) w.r.t \(x\), and is undefined if \(\text{edit}_{\varphi}(\sigma_I)\) is empty. Given \(q_I \in Q_I\) and \(x \in \Sigma_I\), if \(\text{edit}_{\mathcal{A}_{\varphi}}(q_I, x)\) is non-empty, then \(\text{minD-edit}_{\mathcal{A}_{\varphi}}(q_I, x)\) returns an event from \(\text{edit}_{\mathcal{A}_{\varphi}}(q_I)\) with minimal distance w.r.t \(x\), and is undefined \(\text{edit}_{\mathcal{A}_{\varphi}}(q_I)\) is empty.

- \textbf{minD-edit}_{\varphi}(\sigma, x, y): Given \(\sigma \in \Sigma^*, x \in \Sigma_I\) and \(y \in \Sigma_O\), if \(\text{edit}_{\varphi}(\sigma, x)\) is non-empty, then \(\text{minD-edit}_{\varphi}(\sigma, x, y)\) returns an event from \(\text{edit}_{\varphi}(\sigma, x)\) with minimal distance w.r.t \(y\), and is undefined if \(\text{edit}_{\varphi}(\sigma, x)\) is empty. Given \(q \in Q\), \(x \in \Sigma_I\) and \(y \in \Sigma_O\), if \(\text{edit}_{\mathcal{A}_{\varphi}}(q, x)\) is non-empty, then \(\text{minD-edit}_{\mathcal{A}_{\varphi}}(q, x, y)\) returns an event from \(\text{edit}_{\mathcal{A}_{\varphi}}(q, x)\) with minimal distance w.r.t \(y\), and is undefined \(\text{edit}_{\mathcal{A}_{\varphi}}(q, x)\) is empty.

\(^3\)Distance between two events belonging to the same alphabet is the number of bits that differ in both the events.
Definition 3.1 (Enforcer for \( \varphi \)). Given property \( \varphi \subseteq \Sigma^* \), an enforcer for \( \varphi \) is a function \( E_\varphi : \Sigma^* \rightarrow \Sigma^* \) satisfying the following constraints:

**Soundness**
\[
\forall \sigma \in \Sigma^*, \exists \sigma' \in \Sigma^* : E_\varphi(\sigma) \cdot \sigma' \models \varphi. \tag{Snd}
\]

**Monotonicity**
\[
\forall \sigma, \sigma' \in \Sigma^* : \sigma \leq \sigma' \Rightarrow E_\varphi(\sigma) \leq E_\varphi(\sigma'). \tag{Mono}
\]

**Instantaneity**
\[
\forall \sigma \in \Sigma^* : |\sigma| = |E_\varphi(\sigma)|. \tag{Inst}
\]

**Transparency**
\[
\forall \sigma \in \Sigma^*, \forall x \in \Sigma_I, \forall y \in \Sigma_O, \exists \sigma' \in \Sigma^* : E_\varphi(\sigma) \cdot (x, y) \cdot \sigma' \models \varphi \Rightarrow E_\varphi(\sigma \cdot (x, y)) = E_\varphi(\sigma) \cdot (x, y). \tag{Tr}
\]

**Causality**
\[
\forall \sigma \in \Sigma^*, \forall x \in \Sigma_I, \forall y \in \Sigma_O, \exists x' \in \text{edit}_{I_\varphi}(E_\varphi(\sigma)_I), \exists y' \in \text{edit}_{O_\varphi}(E_\varphi(\sigma), x') : E_\varphi(\sigma \cdot (x, y)) = E_\varphi(\sigma) \cdot (x', y'). \tag{Ca}
\]

**Soundness.** (Snd) means that for any input word \( \sigma \in \Sigma^* \), the output of the enforcer \( E_\varphi(\sigma) \) can be extended to a sequence that satisfies \( \varphi \) (i.e., \( \exists \sigma' \in \Sigma^* : E_\varphi(\sigma) \cdot \sigma' \models \varphi \)).

**Monotonicity.** (Mono) expresses that the output of the enforcer for an extended input word \( \sigma' \) of an input word \( \sigma \), extends the output produced by the enforcer for \( \sigma \). The monotonicity constraint means that the enforcer cannot undo what is already released as output.

**Instantaneity.** (Inst) expresses that for any given input sequence \( \sigma \), the output of the enforcer \( E_\varphi(\sigma) \) should contain exactly the same number of events that are in \( \sigma \) (i.e., \( |\sigma| = |E_\varphi(\sigma)| \)). This means that, the enforcer cannot delay, insert and suppress events. Whenever the enforcer receives a new input event, it must react instantaneously and produce an output event immediately. This requirement is essential for the enforcement of CPSs, which are reactive in nature.

**Transparency.** Transparency means that the enforcer will not unnecessarily edit any event. Any new input event \((x, y)\) will be simply forwarded by the enforcer if what has been computed as output earlier by the enforcer followed by \((x, y)\) can be extended to a sequence that satisfies \( \varphi \) in the future.

(Tr) expresses that for any given input sequence \( \sigma \) and any input event \((x, y)\), if the output of the enforcer for \( \sigma \) (i.e., \( E_\varphi(\sigma) \)) followed by the input event \((x, y)\) has an extension \( \sigma' \in \Sigma^* \) such that \( E_\varphi(\sigma) \cdot (x, y) \cdot \sigma' \) satisfies the property \( \varphi \), then the output that the enforcer produces for input \( \sigma \cdot (x, y) \) will be \( E_\varphi(\sigma) \cdot (x, y) \).

**Causality.** (Ca) expresses that for every input event \((x, y)\) the enforcer produces output event \((x', y')\) where the enforcer first processes the input part \( x \), to produce the transformed input \( x' \) according to property \( \varphi \) using \( \text{edit}_{I_\varphi} \). The enforcer later reads and transforms output \( y \in \Sigma_O \) (output of the program after invoking function ptick with \( x' \)), to produce the transformed output \( y' \) using \( \text{edit}_{O_\varphi} \).

The input-output sequence released as output by the enforcer upon reading the input-output sequence \( \sigma \) is \( E_\varphi(\sigma) \) and \( (E_\varphi(\sigma))_I \) is the projection on the inputs. \( \text{edit}_{I_\varphi}(E_\varphi(\sigma))_I \) returns a set of input events in \( \Sigma_I \), such that \( E_\varphi(\sigma)_I \) followed by any event in \( \text{edit}_{I_\varphi}(E_\varphi(\sigma))_I \) satisfies \( \varphi_I \). \( \text{edit}_{O_\varphi}(E_\varphi(\sigma)), x' \) returns a set of output events in \( \Sigma_O \), such that for any event \( y \) in \( \text{edit}_{O_\varphi}(E_\varphi(\sigma)), x' \), \( E_\varphi(\sigma) \cdot (x', y) \) satisfies \( \varphi \).
Lemma 3.2 (Soundness, Instantaneity, Causality). (Ca) ⇒ (Snd) and (Ca) ⇒ (Inst).

For any $\varphi$, for any $\sigma \in \Sigma^*$, proof of Lemma 3.2 is straightforward from the constraints (Definition 3.1) and the definitions of edit functions.

Remark 2. Our transparency constraint (Tr) is stronger than standard transparency in RE mechanisms (say Tr'), which is the following:

$$\forall \sigma \in \Sigma^*: \varphi(\sigma) \Rightarrow E_\varphi(\sigma) = \sigma.$$  \hspace{1cm} (Tr')

Constraint (Tr') means that when any given input-output word $\sigma \in \Sigma^*$ provided as input to the enforcer satisfies the property $\varphi$, then the enforcer should not edit any event and thus the output of the enforcer $E_\varphi(\sigma)$ should be $\sigma$. Constraint (Tr) also ensures constraint (Tr')

Remark 3 (On editing inputs). Note that our approach is general, and as a special case also works when the user wishes to forbid editing (correcting) the inputs (so the inputs become observable only, but not modifiable). For instance, in the pacemaker running example (introduced in Section 1), where the set of inputs is $I = \{\text{AS, VS}\}$, and the set of outputs is $O = \{\text{AP, VP}\}$, we can consider enforcing only properties that are concerned with outputs such as property "P1: AP and VP cannot happen simultaneously", and for the automaton defining $P_1$, the set of actions are considered to be $\Sigma = \Sigma_I \times \Sigma_O$, where $\Sigma_I = 2^I, \Sigma_O = 2^O$. Thus, if properties to be enforced are concerned (express constraints) only with outputs (such as property $P_1$), then the enforcer is guaranteed not to modify inputs.

Definition 3.3 (Enforceability). Let $\varphi \subseteq \Sigma^*$ be a property. We say that $\varphi$ is enforceable iff an enforcer $E_\varphi$ for $\varphi$ exists according to Definition 3.1.

![Fig. 6. A non-enforceable property.](image)

Example 3.4 (Non-enforceable property). We illustrate that not all regular properties defined as DTA are enforceable according to Definition 3.1. Consider the automaton in Figure 6 defining the property $\varphi$ that we want to enforce, with $I = \{A\}, O = \{B\}$ and $\Sigma = \Sigma_I \times \Sigma_O$. Let the input-output sequence provided as input to the enforcer be $\sigma = (1,1) \cdot (1,0)$. When the enforcer reads the first event (1,1), it can output (1,1) (since every event in $\Sigma$ from $q_0$ leads to a non-violating state $q_1$). Note that from $q_1$, every event in $\Sigma$ only leads to the trap state $q_0$. Thus, when the second event (1,0) is read, every possible editing of this event will only lead to violation of the property. Upon reading the second event (1,0), releasing any event in $\Sigma$ as output will violate soundness (since we will reach the trap state $q_0$, and there will be no possibility to reach an accepting state also in the future), and if no event is released as output, then the instantaneity constraint will be violated.

Theorem 3.5 (Condition for Enforceability). Consider a property $\varphi$ that is defined as DTA $\mathcal{A}_\varphi = (L, l_0, I_\varphi, \Sigma, V, \Delta, F)$, with semantics $\llbracket \mathcal{A}_\varphi \rrbracket = (Q, q_0, \Sigma, \rightarrow, Q_F, q_0)$. Property $\varphi$ is enforceable iff the following condition holds:

$$\forall q \in Q, q \notin q_0 \Rightarrow \exists \sigma \in \Sigma^*: q \xrightarrow{\sigma} q' \land q' \in Q_F.$$  \hspace{1cm} (EnfCo)
Theorem 3.5 expresses that for a property \( \varphi \) defined as DTA \( \mathcal{A}_\varphi = (L, l_0, I_v, \Sigma, V, \Delta, F) \) with semantics \([\mathcal{A}_\varphi] = (Q, q_0, \Sigma, \rightarrow, Q_F, q_v)\), \( E_\varphi \) according to Definition 3.1 exists iff an accepting state is reachable from every non-violating state (i.e., from every state \( q \notin q_v \)) in 1 or more steps. Let us recall that we consider \( Q \) to contain only states that are reachable from \( q_0 \). Moreover, we also consider that if a state \( q \in Q \) is non-accepting and non-violating (i.e., \( q \notin \{Q_F \cup q_v\} \)), then we consider whether there is a path from \( q \) to a state in \( Q_F \). State \( q \) is merged with \( q_v \) otherwise.

## 4 ENFORCER SYNTHESIS

In this section, we provide an algorithm for implementing the bi-directional synchronous enforcement problem defined in Section 3 for properties expressed as DTA. We also compare our approach with an enforcement approach based on (dense) timed automata.

### 4.1 Algorithm

Let the automaton \( \mathcal{A}_\varphi = (L, l_0, I_v, \Sigma, V, \Delta, F) \) with semantics \([\mathcal{A}_\varphi] = (Q, q_0, \Sigma, \rightarrow, Q_F, q_v)\) define property \( \varphi \). Input automaton \( \mathcal{A}_{\varphi_1} = (L, l_0, I_v, \Sigma_1, V, \Delta_1, F) \) with semantics \([\mathcal{A}_{\varphi_1}] = (Q, q_0, \Sigma_1, \rightarrow_1, Q_F, q_v)\) is obtained from \( \mathcal{A}_\varphi \) by projecting on inputs (See section 2.2.2).

**Algorithm 1: Enforcer**

1: \( t \leftarrow 0 \)
2: \( q \leftarrow q_0 \)
3: **while** true **do**
4: \( x_t \leftarrow \text{read\_in\_chan}() \)
5: **if** \( \exists q' \in Q^* : q \xrightarrow{x_t, \sigma'} q' \wedge q' \in Q_F \) **then**
6: \( x_t' \leftarrow x_t \)
7: **else**
8: \( x_t' \leftarrow \text{rand\_edit}_{\mathcal{A}_\varphi}(q) \)
9: **end if**
10: \( y_t \leftarrow \text{read\_out\_chan}() \)
11: **if** \( \exists q' \in Q^* : q \xrightarrow{(x_t, y_t), \sigma'} q' \wedge q' \in Q_F \) **then**
12: \( y_t' \leftarrow y_t \)
13: **else**
14: \( y_t' \leftarrow \text{rand\_editO}_{\mathcal{A}_\varphi}(q, x_t') \)
15: **end if**
16: \( \text{release}((x_t', y_t')) \)
17: **end if**
18: \( q \leftarrow \text{q'' \ where} q \xrightarrow{(x_t', y_t')} q'' \wedge q'' \notin q_v \)
19: \( t \leftarrow t + 1 \)
20: **end while**

We provide an online algorithm that requires automata \( A_\varphi \) and \( A_{\varphi_1} \) as input. Algorithm 1 is an infinite loop, and an iteration of the algorithm is triggered at every time step. We adapt the reactive interface that is used for linking the program to its adjoining environment by following the structure of the interface described in [4]. We extend the interface by including the enforcer as an intermediary between the synchronous program and its adjoining environment.

In Algorithm 1, \( t \) keeps track of the time-step (tick), initialized with 0, while \( q \) keeps track of the current state of both automata \( \mathcal{A}_\varphi \) and \( \mathcal{A}_{\varphi_1} \). Note that state \( q \) contains information about current location and the values of all the variables. Recall that the automaton \( \mathcal{A}_{\varphi_1} \) is created from \( \mathcal{A}_\varphi \)
by projecting on inputs (see Section 2.2.2) and therefore has an identical structure with the only difference being that outputs are ignored on the transitions of $\mathcal{A}_{\varphi_I}$. For each transition, the guards and resets on clock variables are also the same in both automata. Note that at the beginning of each iteration of the algorithm, the current states of both the automata $[[\mathcal{A}_\varphi]]$ and $[[\mathcal{A}_{\varphi_I}]]$ are the same (where both are initialized with $q_0$). At $t$, if $EOut \in \Sigma^*$ is the input-output sequence obtained by concatenating all the events released as output by the enforcer until time $t$, then $q$ corresponds to the state that we reach in $[[\mathcal{A}_\varphi]]$ upon reading $EOut$. Similarly, if $EOut_t \in \Sigma^*$ is the sequence obtained by projecting on $x'_t$ from $EOut$, $q$ also corresponds to the state that we reach in $[[\mathcal{A}_{\varphi_I}]]$ upon reading $EOut_t$.

Function $\text{read\_in\_chan}$ (resp. $\text{read\_out\_chan}$) is a function corresponding to reading input (resp. output) channels, while function $\text{ptick}$ corresponds to invoking the synchronous controller execution. Function release takes an input-output event, and releases it as output of the enforcer. Each iteration of the algorithm proceeds as follows: first all the input channels are read using function $\text{read\_in\_chan}$ and the input event is assigned to $x_t$. Then the algorithm tests whether an accepting state is reachable from the current state $q$ upon $x_t$, extended with any sequence $\sigma_t \in \Sigma^*$. In case if this test succeeds, then it is not necessary to edit the input event $x_t$, and the transformed input $x'_t$ is assigned $x_t$. Otherwise, $x'_t$ is assigned with the output of $\text{rand\_editI}_{\mathcal{A}_m}(q)$. Let us recall that $\text{rand\_editI}_{\mathcal{A}_m}(q)$ returns an input event that leads to a state $q''$ from $q$ in $[[\mathcal{A}_{\varphi_I}]]$, such that $q''$ is an accepting state, or an accepting state is reachable from $q''$.

After transforming the input $x_t$ according to $\mathcal{A}_{\varphi_I}$, the program is invoked with the transformed input $x'_t$ using function $\text{ptick}$. Afterwards, all the output channels are read using function $\text{read\_out\_chan}$ and the output event is assigned to $y_t$. Then the algorithm tests whether an accepting state is reachable in $[[\mathcal{A}_\varphi]]$ from the current state $q$ upon $(x'_t, y_t)$ followed by any sequence $\sigma' \in \Sigma^*$. If this test succeeds, then it is not necessary to edit the output event $y_t$, and the transformed output $y'_t$ is assigned $y_t$. Otherwise, $y'_t$ is assigned with the output of $\text{rand\_editO}_{\mathcal{A}_m}(q, x'_t)$. Note that $\text{rand\_editO}_{\mathcal{A}_m}(q, x'_t)$ returns an output event $y'_t$ such that the input-output event $(x'_t, y'_t)$ leads to a state $q''$ in $[[\mathcal{A}_\varphi]]$ such that $q''$ is an accepting, or an accepting state is reachable from $q''$ in $[[\mathcal{A}_\varphi]]$.

Before proceeding with the next iteration, current state $q$ is updated to $q''$ which is the state reached upon $(x'_t, y'_t)$ from state $q$ in $[[\mathcal{A}_\varphi]]$, and the time-step $t$ is incremented. Note that if there exists a transition from $q$ to $q''$ upon $(x'_t, y'_t)$ in $[[\mathcal{A}_\varphi]]$, then there also exists a transition from $q$ to $q''$ upon $x'_t$ in $[[\mathcal{A}_{\varphi_I}]]$. The current states of both the DTA are always synchronized and the same at the beginning of each iteration of the algorithm.

**Definition 4.1 ($E^*_\varphi$).** Consider an enforceable safety property $\varphi$. We define the function $E^*_\varphi : \Sigma^* \to \Sigma^*$, where $\Sigma = \Sigma_I \times \Sigma_O$, as follows. Let $\sigma = (x_1, y_1) \cdots (x_k, y_k) \in \Sigma^*$ be a word received by Algorithm 1. Then we let $E^*_\varphi(\sigma) = (x'_1, y'_1) \cdots (x'_k, y'_k)$, where $(x'_i, y'_i)$ is the pair of events output by Algorithm 1 in Step 17, for $t = 1, \ldots, k$.

**Theorem 4.2 (Correctness).** Given any safety property $\varphi$ defined as DTA $\mathcal{A}_\varphi$ that satisfies condition (EnfCo), the function $E^*_\varphi$ defined above is an enforcer for $\varphi$, that is, it satisfies (Snd), (Tr), (Mono), (Inst), and (Ca) constraints of Definition 3.1.

**Example 4.3.** Consider property $P_1$ introduced in Example 2.2, defined as DTA presented in Figure 3, and its corresponding input DTA is presented in Figure 5. Table 1 illustrates an example input-output behavior of the algorithm. In Table 1, $t$ indicates tick, $x$ (resp. $y$) indicates input (resp. output) read by the algorithm, $x'$ (resp. $y'$) indicates input (resp. output) released by the algorithm. In the last column, $\text{fwd}_I$ (resp $\text{fwd}_O$) indicate that the input (resp. output) is simply forwarded, and $\text{edt}_I$ (resp. $\text{edt}_O$) indicate that the input (resp. output) is edited. The input-output word read by the
enforcer is (0, 1) · (1, 1) · (1, 0) · (1, 0) · (0, 1), and the input-output word released as output by the enforcer is (0, 0) · (1, 0) · (0, 0) · (0, 0) · (0, 1).

4.2 Comparison with the enforcement of TA

In this section, we compare the proposed enforcement based on DTA with dense timed automata TA [3]. First we provide the steps of obtaining a TA from the corresponding DTA. Let WCRT, the Worst Case Reaction Time (WCRT), be the worst case value of the tick length of Algorithm 1. Given any DTA φ, we create a TA φ′ as follows:

1. Every integer clock v ∈ V is replaced by a real-valued clock v′ ∈ V′, where V is the set of integer clocks and V′ is the set of dense time clocks as in [3].
2. Every transition guard of the form v ≈ C TICKS where C TICKS is a discrete clock value is replaced by v′ ≈ C, where C is the actual real-value. For example, v1 ≤ AV I TICKS, in the self loop on location l1 in Figure 4 is replaced by v1′ ≤ AV I. Here, AV I TICKS is an integer approximation of AV I, which can be obtained by ⌊ AV I WCRT ⌋ or ⌈ AV I WCRT ⌉.

**Theorem 4.4 (Error Bound).** The maximum timing error while enforcing any DTA φ relative to the TA φ′ is always less than WCRT i.e. ∀v ∈ V, v′ ∈ V′ |(v × WCRT) − v′| < WCRT.

**Proof.** The proof sketch is based on the following observations:

1. Error never accumulates as clocks are initialised to zero before incrementing every tick from any non-accepting state. They are then reset when we reach an accepting state. This sequence must be followed while enforcing any φ. So, if the property is correctly enforced, this will hold.
2. Here v is a discrete clock and v′ is its dense counterpart. The maximum value of v is C TICKS ∈ ℤ and that of v′ is C ∈ ℜ. Hence, the maximum real value corresponding to v is (C TICKS × WCRT). Thus the maximum error between the real values computed by the two clocks is |C TICKS × WCRT − C|. If C TICKS = ⌊ C WCRT ⌋, then the maximum error will be |(⌊ C WCRT ⌋ × WCRT) − C|, which is always less than WCRT. Likewise, if C TICKS = ⌈ C WCRT ⌉, the maximum error will also be less than WCRT.

**Soundness of tick counting.** In the current context of pacemaker enforcement, the above result suffices to ensure the soundness of the DTA based discretisation. This is since the WCRT for the 33-node heart model [25], the enforcer, and the pacemaker is shown to be 1 ms (further elaborated in Section 5). Pacemaker specification allows a tolerance value for each timing interval such as AV I, Atrial Escape Interval (AEI) etc. to be ± 5 ms. As the error is bounded in the interval [0, 1) ms, the developed approach is sound.

**Complexity of DTA and TA based enforcement.** The complexity of DTA-based enforcement is $O(|A_φ| × C_1 × C_2 × \cdots × C_n)$, where $C_1, C_2, \ldots, C_n$ represent the maximum values of the clocks.
While the complexity of TA enforcement has been shown to be PSPACE-complete due to the need for reachability computation \cite{11, 19}. We, however, observe that complexity reduction is not the primary motivation of the current work. While we envisage, based on \cite{7}, that our approach may scale better than dense TA, an objective comparison between the dense and discrete time variants is considered as future work.

5 IMPLEMENTATION AND RESULTS

In order to evaluate the proposed enforcement approach, Algorithm 1 was implemented in the open-source SCCharts framework\(^4\), a Statechart dialect designed for safety-critical systems. The generated enforcer was executed alongside multiple heart and pacemaker models in order to measure the overhead associated with enforcement.

Applying Algorithm 1 allows us to transform property \(P_2\) into an SCChart representation of the enforcer \(E_{\phi}\), as illustrated in Figure 7b. The generated enforcer has three concurrent regions (as in Section 4.1) — one for reading and editing the inputs, one for invoking the tick function \(\text{ptick}\), and a final one for processing and emitting the outputs. The rand-edit\(_{\phi}\) function can be seen in the output region, where the \(VP\) signal would be modified if \(AVI_{TICKS}\) ticks have passed without any other ventricular event. As \(P_2\) is such that the input region does not modify any variables, it can be omitted during an optimization phase, creating an enforcer as shown in Figure 7c.

\(^4\)https://rtsys.informatik.uni-kiel.de/kieler

---

**Table 2. Results of the enforcer case-study**

<table>
<thead>
<tr>
<th>Enforcer</th>
<th>Enforcer LoC</th>
<th>Complex Heart ([25])</th>
<th>Random Heart ([16])</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>—</td>
<td>5239.1</td>
<td>495.8</td>
</tr>
<tr>
<td>P1</td>
<td>24</td>
<td>5274.3 (0.67 %)</td>
<td>528.5 (6.59 %)</td>
</tr>
<tr>
<td>P2</td>
<td>32</td>
<td>5294.3 (1.05 %)</td>
<td>544.3 (9.79 %)</td>
</tr>
<tr>
<td>P3</td>
<td>32</td>
<td>5303.3 (1.23 %)</td>
<td>546.1 (10.14 %)</td>
</tr>
<tr>
<td>P4</td>
<td>28</td>
<td>5306.7 (1.29 %)</td>
<td>532.6 (7.43 %)</td>
</tr>
<tr>
<td>P5</td>
<td>28</td>
<td>5313.3 (1.42 %)</td>
<td>545.2 (9.96 %)</td>
</tr>
<tr>
<td>P2 &amp; P3</td>
<td>96</td>
<td>5480.7 (4.61 %)</td>
<td>619.83 (25.02 %)</td>
</tr>
</tbody>
</table>

---

\(v_1, v_2, \ldots, v_n\), while the complexity of TA enforcement has been shown to be PSPACE-complete due to the need for reachability computation \cite{11, 19}. We, however, observe that complexity reduction is not the primary motivation of the current work. While we envisage, based on \cite{7}, that our approach may scale better than dense TA, an objective comparison between the dense and discrete time variants is considered as future work.
The scheduling of execution for the model can be seen in Figure 7d. The inputs (AS and VS) from the heart initially pass through the input region of the enforcer where they may be modified depending on rand-editIφI. The transformed inputs are then passed through to the pacemaker via the ptick effect in the tick region. Subsequently, the outputs from the pacemaker (AP and VP) may be transformed in the output region as described by rand-editOφ, before being returned back to the heart.

In order to evaluate the effect of enforcement on the execution time, the enforcers were synthesised for all properties P1 through P5. We also synthesized an enforcer for P2 ∧ P3. The complete system, including the heart model, pacemaker, and enforcer, was executed on an ARM Cortex-A9 on an Altera DE1-SoC operating at 800 MHz. Each of these systems were run for 100,000 ticks of execution, corresponding to 100 seconds of simulated time using a 1 ms step size. A total of 10 separate trials were performed for each example, with their average execution time taken as the mean of all trials. For each of these tests, the pacemaker under test is a naïve implementation of the Boston Scientific pacemaker specification and University of Pennsylvania (UPenn) TA model in [16].

Table 2 shows the results of these executions for both the un-enforced (None) and enforced (P1 – P5 and P2 ∧ P3) models. In addition, the total Lines of Code (LoC) of the generated code is shown. Here, we can see that the addition of a single enforcer incurs minimal overhead when executed alongside an already complex model of the human heart, such as that of [25]. In such a scenario, overheads range from between 0.67% to 1.42% for single enforcers. Additionally, in order to illustrate the ability of our approach to easily test different models, a further experiment was completed using a much simpler model from [16] named the Random Heart Model. Alongside this simpler model we can see faster execution speeds but similar absolute overheads associated with enforcement, and hence higher percentage overheads. For the combined enforcement of P2 ∧ P3, the LoC increase to 96 from 32 for both P2 and P3, while the timing overhead increases to 4.61%.

Additionally, WCRT analysis revealed a value of 583 µs for the non-enforcement case, a value which changed mostly negligibly (less than ∼ 0.5%) with the addition of enforcers. It is of note that due to the black box assumption for the heart and pacemaker models, WCRT analysis must use a Monte Carlo simulation approach, similar to the tests for execution time. This approach is the reason for the prior statements in Section 4.2 using a value of 1 ms.

6 RELATED WORK

Online verification of CPS is emerging as a promising avenue to tackle the decidability and complexity issues associated with the static verification. A mechanism for assuring safety properties of CPS via online verification is proposed in [8]. At every time step, the model of the hybrid system is updated/generated online based on the values of observable system parameters, and the reachable state-space for the next time-step is checked. If any unsafe state is reachable, then the system is stopped. We envisage that for safety critical systems, which are reactive, stopping the system may not be feasible and hence consider RE as an alternative paradigm.

Several RE models have been proposed such as Security automata [20] that focus on enforcement of safety properties, where the enforcer blocks the execution when it recognizes a sequence of actions that does not satisfy the desired property. Edit automata [18] allows the enforcer to correct the input sequence by suppressing and/or inserting events, and the RE mechanisms proposed in [12] allow buffering events and releasing them upon observing a sequence that satisfies the desired property. Synthesis of enforcers for real-time properties expressed as dense TA has been studied [11, 19]. These approaches focus on uni-directional RE. Mandatory Result Automata (MRA) [10] extended edit-automata [18], by considering bi-directional runtime enforcement, where the focus is on handling communication between two parties. However none of the above approaches are
suitable for reactive systems since halting the program and delaying actions is not suitable. This is because for reactive systems the enforcer has to react instantaneously.

Our work is closely related to [6], which introduces a framework to synthesize enforcers for reactive systems, called shields, from a set of safety properties. In [6] untimed properties are considered where properties are expressed as automata. In our work we consider timed properties expressed as DTA. Moreover, in [6], the shield is uni-directional, where it observes inputs from the plant and outputs from the controller, and transforms erroneous outputs. In our work, we consider bi-directional enforcement, as explained and illustrated in Fig. 1.

Our work is inspired by the concept of synchronous observers [13], which express safety properties using concurrent threads in a synchronous program. Bounded liveness properties can be expressed using the concept of tick counting. These safety properties are then statically verified using model checking. We extend the concept of synchronous observers to the run-time setting by introducing the problem of synchronous run-time enforcement for the first time. While observers are specified by the designer, enforcers are synthesized based on a set of regular policies expressed as DTAs. Repair of reactive programs w.r.t a specification [22] deals with white-box programs, synthesizing a repaired program close to the faulty program. Contrary to [22], in our work, we consider the system (synchronous program) to be a black-box, and we focus on synthesis of enforcers from properties.

7 CONCLUSION AND FUTURE WORK

There have been wide spread recalls of implantable pacemakers and ICD devices due to safety issues [2]. Considering this, formal methods based solutions have emerged. Most approaches consider hybrid / timed automata models of the cardiac conduction system, which is composed in closed-loop with timed automata models of the pacemaker. Such systems are either analysed through model checking, and when this is not feasible due to model complexity, model-based testing is considered. In both cases, the heart is considered a static system. This is in stark contrast to a real heart that is a highly dynamical system, where arrhythmia is a random event. This paper formalises the runtime enforcement problem, particularly considering a dynamically evolving heart.

We formalise the runtime enforcement problem for cyber physical systems (CPS) as a bi-directional runtime enforcement of reactive systems, for the first time. Moreover, we propose the use of discrete timed automata (DTA) in place of timed automata to express properties to be enforced. DTA express regular properties while earlier work on RE of reactive systems considered a subset. We show that the error due to the proposed discretisation is bounded and well within the required tolerance value of the pacemaker. We developed an on-line algorithm, and implemented it in the SCCharts tool-chain. Our experimental results show that the framework incurs minimal runtime overhead.

One possible avenue for future work is related to an empirical comparison of dense vs discrete run-time enforcement. In addition, from a practical standpoint, we will consider implementing the enforcer as an external device similar to [23]. We also plan to study the use of RE as a certification aid, and will also consider personalised policies for enforcement and will develop the pacemaker case-study fully with input from physicians. This may involve the introduction of additional features in the framework such as compositionality of the enforcers and priority between properties.

APPENDIX: PROOFS

Proof of Theorem 3.5. Let us recall Theorem 3.5. Consider a property \( \phi \) defined as DTA \( \mathcal{A}_\phi = (L, l_0, l_v, \Sigma, V, \Delta, F) \) with semantics \( [\mathcal{A}_\phi] = (Q, q_0, \Sigma, \rightarrow, Q_F, q_v) \). Property \( \phi \) is enforceable iff the condition (EnfCo) holds which is the following condition:

\[
\forall q \in Q, q \not\in q_v \implies \exists \sigma \in \Sigma^+ : q \xrightarrow{\sigma} q' \land q' \in Q_F.
\]
DTA $A_{\varphi}$ is deterministic and complete (Definition 2.4). From Remark 1, let us recall that $L$ contains only states that are reachable from the initial location $l_0$. In $[[A_{\varphi}]]$, We consider that $Q$ contains only states that are reachable from $q_0$. If a state $q \in Q$ that is reachable from $q_0$ is non-accepting and non-trap (i.e., $q \notin \{Q_F \cup q_v\}$), then we consider that there is a path from $q$ to an accepting state in $Q_F$. State $q$ is merged with $q_v$ otherwise.

We prove that:

- **Sufficient:** If condition (EnfCo) holds then $E_{\varphi}$ according to Definition 3.1 exists.

Due to condition (EnfCo), whatever may be the current state $q \in Q \setminus \{q_v\}$ of the property $A_{\varphi}$ being enforced, there is at least one possibility to correct (edit) the event that the enforcer receives when in state $q$ (in case if the received event leads to a state from where only states in $q_v$ are reachable). That is, due to condition (EnfCo), $\forall q \in Q \setminus \{q_v\}$, we know for sure that edit$\setminus A_{\varphi}$($q$) will be non-empty (i.e., $\exists x \in \Sigma_I, \exists \sigma_1 \in \Sigma^*: q \xrightarrow{x, \sigma_1} q'$ and $q' \in Q_F$). Also, $\forall q \in Q \setminus \{q_v\}, \forall x \in \text{edit}\setminus A_{\varphi}(q): \exists \xi \in \Sigma_o, \exists \sigma \in \Sigma^*: q \xrightarrow{(x, y) \cdot \sigma} q' \land q', q' \in Q_F$.

For any property $\varphi$ defined as DTA $A_{\varphi}$, the enforcement function $E_{\varphi}$ (Definition 4.1) is an enforcer for $\varphi$ which satisfies all the constraints according to Definition 3.1. Theorem 4.2 shows that for any property $\varphi$ (defined as DTA $A_{\varphi}$) that satisfies the condition for enforceability (EnfCo), the enforcement function $E_{\varphi}'$ (Definition 4.1) is an enforcer for $\varphi$, that is, it satisfies (Snd), (Tr), (Mono), (Inst), and (Ca) constraints of Definition 3.1.

- **Necessary:** If $E_{\varphi}$ according to Definition 3.1 exists, then condition (EnfCo) holds.

Suppose that an enforcer $E_{\varphi}$ for $\varphi$ according to Definition 3.1 exists and assume that condition (EnfCo) does not hold for $A_{\varphi}$.

Since condition (EnfCo) does not hold, $\exists q \in Q \setminus \{q_v\}$, $\forall (x, y) \in \Sigma, \forall \sigma \in \Sigma^*, q \xrightarrow{(x, y) \cdot \sigma} q' \land q', q' \in Q_F$, i.e., there exists a state $q \in Q \setminus \{q_v\}$ such that there is no path that leads to an accepting state in $Q_F$ from $q$.

Since $Q$ contains only states that are reachable from $q_0$, $\exists \sigma \in \Sigma^*: q_0 \xrightarrow{\sigma} q$, i.e., there certainly exists a word $\sigma \in \Sigma^*$ that leads to the problematic state $q$ from the initial state $q_0$, where $q$ is the initial state $q_0$ itself, or an accepting state (i.e., $q \in Q_F$), or $q$ is a non-violating state from which an accepting state is reachable (i.e., $q \in Q \setminus Q_F \cup q_0$).

- $q$ is the initial state $q_0$:
  - In this case, $\sigma = \epsilon$ and there is no path from the initial state $q_0$ to an accepting state in $q_v$. Upon receiving any event as input, the edit functions will be empty and the enforcer cannot produce any event as output. If the enforcer outputs some event, then soundness constraint will be violated, and not releasing any event will violate instantaneous and causality constraints.

- $q \in Q \setminus Q_F \cup q_0$:
  - In this case, $q$ is an non-accepting and non-violating state. When $q$ is non-accepting and non-violating (i.e., $q \in Q \setminus Q_F \cup q_0$), since we consider that an accepting state is reachable from such states (a non-accepting state is considered to be merged with $q_v$ if an accepting state is not reachable form it), our assumption is false and condition (EnfCo) holds in this case.

- $q \in Q_F$:
  - There is a word $\sigma \in \Sigma^*$ that leads to state $q \in Q_F$. If that word $\sigma$ is the input word to the enforcer, then due to constraint (Tr), it cannot edit any event in $\sigma$, and the enforcer produces $\sigma$ as output and reaches state $q$.  


When in state $q$, upon receiving any event $(x,y) \in \Sigma$, the enforcer has no possibility to correct it, since there is no path from $q$ to an accepting state (i.e., since $\forall \sigma' \in \Sigma^* : q \xrightarrow{\sigma'} q_f$). Thus, $\forall (x,y) \in \Sigma$, when the input word given to the enforcer is $\sigma \cdot (x,y)$, the enforcer cannot produce any event as output since $\text{edit}_I A_{\phi_t}()$ and $\text{edit}_O A_{\phi}()$ from location $q$ will be empty, violating constraints (Inst) and (Ca).

Thus, our assumption is false and condition (EnfCo) holds for $A_{\phi}$.

\[ \square \]

Before we discuss proof of Theorem 4.2, we introduce the following Lemma that is useful in proving Theorem 4.2.

**Lemma 1.1.** Let $\mathcal{A}_{\phi_t} = (L, l_0, l_v, \Sigma_I, V, \Delta_I, F)$ be the input DTA obtained from $\mathcal{A}_{\phi} = (L, l_0, l_v, \Sigma, V, \Delta, F)$ according to Definition 2.7.

We have the following properties:

1. $\forall (x,y) \in \Sigma, \forall l' \in L : (l, g, r, (x,y), l') \in \Delta \Rightarrow (l, g, r, x, l') \in \Delta_I$.
2. $\forall l \in \Sigma, \forall l' \in L : (l, g, r, x, l') \in \Delta_I \Rightarrow \exists y \in \Sigma_O : (l, g, r, (x,y), l') \in \Delta$.

Intuitively, property 1 of Lemma 1.1 states that if there is a transition from location $l \in L$ to location $l' \in L$ upon input-output event $(x,y) \in \Sigma$ in $\mathcal{A}_{\phi}$, then there is also a transition from location $l$ to location $l'$ in the input automaton $\mathcal{A}_{\phi_t}$ upon the input event $x \in \Sigma_I$. Property 2 of Lemma 1.1 states that if there is a transition from location $l \in L$ to location $l' \in \Sigma$ upon input event $x \in \Sigma_I$, then there certainly exists an output event $y \in \Sigma_O$ s.t. there is a transition from location $l$ to location $l'$ upon event $(x,y)$ in the automaton $\mathcal{A}_{\phi}$. Lemma 1.1 immediately follows from Definitions 2.1 and 2.7.

**Proof of Theorem 4.2.** Let us recall the condition for enforceability:

A property $\phi$ that is defined as DTA $\mathcal{A}_{\phi} = (L, l_0, l_v, \Sigma, V, \Delta, F)$, with semantics $\llbracket \mathcal{A}_{\phi} \rrbracket = (Q, q_0, \Sigma, \rightarrow, Q_r, q_v)$ is enforceable iff the following condition holds:

$$\forall q \in Q, q \notin q_v \implies \exists \sigma \in \Sigma^+: q \xrightarrow{\sigma} q' \land q' \in Q_F.$$  

Let us also recall the definition of function $E^*_\phi : \Sigma^* \rightarrow \Sigma^*$ (Definition 4.1). Let $\sigma = (x_1, y_1) \cdots (x_k, y_k) \in \Sigma^*$ be a word received by Algorithm 1. Then we let $E^*_\phi(\sigma) = (x_1', y_1') \cdots (x_k', y_k')$, where $(x_t', y_t')$ is the pair of events output by Algorithm 1 in Step 17, for $t = 1, \ldots, k$.

Note that input DTA $\mathcal{A}_{\phi_t} = (L, l_0, l_v, \Sigma_I, V, \Delta_I, F)$ (with semantics $\llbracket \mathcal{A}_{\phi_t} \rrbracket = (Q, q_0, \Sigma_I, \rightarrow, Q_r, q_v)$) is obtained from $\mathcal{A}_{\phi} = (L, l_0, l_v, \Sigma, V, \Delta, F)$ (with semantics $\llbracket \mathcal{A}_{\phi} \rrbracket = (Q, q_0, \Sigma, \rightarrow, Q_r, q_v)$) by projecting on inputs (See Definition 2.7, Section 2).

We shall prove that given any property $\phi$ defined as DTA $\mathcal{A}_{\phi}$ that satisfies condition (EnfCo), the function $E^*_\phi$ is an enforcer for $\phi$, that is, it satisfies (Snd), (Tr), (Mono), (Inst), and (Ca) constraints of Definition 3.1.

Let us prove this theorem using induction on the length of the input sequence $\sigma \in \Sigma^*$ (which also corresponds to the number of ticks $t$ in Algorithm 1).

**Induction basis.** Theorem 4.2 holds trivially for $\sigma = \epsilon$ since the algorithm will not release any input-output event as output and thus $E^*_\phi(\epsilon) = \epsilon$.

**Induction step.** Assume that for every $\sigma = (x_1, y_1) \cdots (x_k, y_k) \in \Sigma^*$ of some length $k \in \mathbb{N}$, let $E^*_\phi(\sigma) = (x_1', y_1') \cdots (x_k', y_k') \in \Sigma^*$, for $t = 1, \ldots, k$, and Theorem 4.2 holds for $\sigma$, i.e., $E^*_\phi(\sigma)$ satisfies the (Snd), (Tr), (Mono), (Inst), and (Ca) constraints. Let $q \in Q \setminus \{q_v\}$ be the current state of both the automata $\mathcal{A}_{\phi}$ and $\mathcal{A}_{\phi_t}$ after processing input $\sigma$ of length $k$, i.e., $q$ corresponds to the state that we reach upon $E^*_\phi(\sigma)$ in $\llbracket \mathcal{A}_{\phi} \rrbracket$, and the state that we reach in $\llbracket \mathcal{A}_{\phi_t} \rrbracket$ upon $E^*_\phi(\sigma)$. Note that the
current state $q$ in Algorithm 1 can never belong to the set of trap states $q_{\nu}$ ($q$ is initialized to $q_0$ and it is updated in step 18 to a state $q' \in Q \setminus \{q_0\}$).

We now prove that for any event $(x_{k+1}, y_{k+1}) \in \Sigma$, Theorem 4.2 holds for $\sigma \cdot (x_{k+1}, y_{k+1})$, where $x_{k+1} \in \Sigma_I$ is the input event read by Algorithm 1, and $y_{k+1} \in \Sigma_O$ is the output event read by Algorithm 1 in $k + 1^{th}$ iteration (i.e., when $t = k + 1$).

We have the following two possible cases based on whether there exists a word $\sigma' \in \Sigma^*$ s.t. an accepting state is reachable in $[\mathcal{A}_\varphi]$ from $q$ upon $(x_{k+1}, y_{k+1}) \cdot \sigma'$.

1. $\exists \sigma' \in \Sigma^*: q \xrightarrow{(x_{k+1}, y_{k+1}) \cdot \sigma'} q' \land q' \in Q_F$.

   In Algorithm 1, the condition tested in step 5 will evaluate to true since from Lemma 1.1, in $[\mathcal{A}_\varphi]$ we will have $q \xrightarrow{x_{k+1} \cdot \sigma'} q' \land q' \in Q_F$, and thus $x'_{k+1} = x_{k+1}$.

   Also, the condition tested in step 12 will evaluate to true in this case since $\exists \sigma' \in \Sigma^*: q \xrightarrow{(x_{k+1}, y_{k+1}) \cdot \sigma'} q' \land q' \in Q_F$, and thus $y'_{k+1} = y_{k+1}$. At the end of the $k + 1^{th}$ iteration, the input-output event released as output by the algorithm in step 17 is $(x_{k+1}, y_{k+1})$. The output of the algorithm after completing the $k + 1^{th}$ iteration is $E^*_\varphi(\sigma \cdot (x_{k+1}, y_{k+1})) = E^*_\varphi(\sigma) \cdot (x_{k+1}, y_{k+1})$.

   Regarding constraint (Snd), in this case, what has been already released as output by the algorithm earlier before reading event $(x_{k+1}, y_{k+1})$ (i.e., $E^*_\varphi(\sigma)$) followed by the new input-output event released as output $(x_{k+1}, y_{k+1})$ can be extended to a sequence that satisfies $\varphi$ (since $q$ is the state reached upon $E^*_\varphi(\sigma)$, and there exists a word $\sigma'$ s.t. an accepting state is reachable from $q$ upon $(x_{k+1}, y_{k+1}) \cdot \sigma'$). Thus constraint (Snd) holds in this case.

   Regarding constraint (Mono), it holds since $\sigma \leq \sigma \cdot (x_{k+1}, y_{k+1})$ and also $E^*_\varphi(\sigma) \leq E^*_\varphi(\sigma) \cdot (x_{k+1}, y_{k+1})$.

   Regarding constraint (Inst) from the induction hypothesis, we have for $\sigma$ of some length $k$, $|\sigma| = |E^*_\varphi(\sigma)|$. We also have $E^*_\varphi(\sigma \cdot (x_{k+1}, y_{k+1})) = E^*_\varphi(\sigma) \cdot (x_{k+1}, y_{k+1})$. Thus, $|\sigma \cdot (x_{k+1}, y_{k+1})| = |E^*_\varphi(\sigma) \cdot (x_{k+1}, y_{k+1})| = k + 1$, and constraint (Inst) holds. Constraint (Tr) holds in this case since the output of the enforcer before reading $(x_{k+1}, y_{k+1})$ i.e., $E^*_\varphi(\sigma)$ followed by the new input-output event read $(x_{k+1}, y_{k+1})$ satisfies the property $\varphi$ and we already saw that the output event released by the algorithm after reading $(x_{k+1}, y_{k+1})$ is $E^*_\varphi(\sigma) \cdot (x_{k+1}, y_{k+1})$.

   Regarding constraint (Ca), in this case from the induction hypothesis, from the definitions of editI$\mathcal{A}_\varphi$ and editO$\mathcal{A}_\varphi$ we have $x_{k+1} \in \text{editI}$$\mathcal{A}_\varphi(q)$, and also $y_{k+1} \in \text{editO}$$\mathcal{A}_\varphi(q, x_{k+1})$.

   Theorem 4.2 thus holds for $\sigma \cdot (x_{k+1}, y_{k+1})$ in this case.

2. $\exists \sigma' \in \Sigma^*: q \xrightarrow{(x_{k+1}, y_{k+1}) \cdot \sigma'} q' \land q' \in Q_F$.

   In this case, it is not possible to reach an accepting state in $[\mathcal{A}_\varphi]$ from the current state $q$ upon the new event $(x_{k+1}, y_{k+1})$ followed by any extension it.

   In this case, we have two sub-cases, based on whether $\exists \sigma'_I \in \Sigma^*_I: q \xrightarrow{x_{k+1} \cdot \sigma'_I} q' \land q' \in Q_F$.

   In Algorithm 1, the condition tested in step 5 will evaluate to true and thus $x'_{k+1} = x_{k+1}$.

   In this case, the condition tested in step 12 will evaluate to false since $\exists \sigma' \in \Sigma^*: q \xrightarrow{(x_{k+1}, y_{k+1}) \cdot \sigma'} q' \land q' \in Q_F$. $y'_{k+1}$ will thus be an element belonging to the set editO$\mathcal{A}_\varphi(q, x_{k+1})$ if editO$\mathcal{A}_\varphi(q, x_{k+1})$ is non-empty.

   It is important to notice that editO$\mathcal{A}_\varphi(q, x_{k+1})$ will be non-empty in this case since we know for sure that $\exists \sigma' \in \Sigma_O, q' \in Q, \sigma' \in \Sigma^*: q \xrightarrow{(x_{k+1}, y_{k+1}) \cdot \sigma'} q' \land q' \in Q_F$ (from the condition for enforceability (EnfCo), hypothesis ($q \notin q_\nu$), definition of editO$\mathcal{A}_\varphi$, and Lemma 1.1). Thus $y'_{k+1}$
is an element belonging to editO_{\mathcal{A}_q}(q,x_{k+1}). The output of the algorithm after completing the $k + 1$th iteration is $E_{\varphi}^*(\sigma \cdot (x_{k+1},y_{k+1})) = E_{\varphi}^*(\sigma) \cdot (x_{k+1},y_{k+1})$.

Regarding constraint (Snd), from the definition of editO_{\mathcal{A}_q}, we know that $E_{\varphi}^*(\sigma)$ followed by the new input-output event released as output $(x_{k+1},y_{k+1})$ can be extended to satisfy property $\varphi$ (i.e., $\exists \sigma' \in \Sigma^*: E_{\varphi}^*(\sigma) \cdot (x_{k+1},y_{k+1}) \cdot \sigma' \models \varphi$), and thus constraint (Snd) holds.

The reasoning for constraints (Mono) and (Inst) are similar to the previous cases since we saw that Algorithm 1 releases a new event $(x_{k+1},y_{k+1})$ as output after reading event $(x_{k+1},y_{k+1})$ after completing $k + 1$th iteration.

Constraint (Tr) holds trivially in this case since $E_{\varphi}^*(\sigma) \cdot (x_{k+1},y_{k+1}) \not\models \varphi$.

Regarding constraint (Ca), in this case from the induction hypothesis, from the definitions of editI_{\mathcal{A}_q} we have $x_{k+1} \in \text{editI}_{\mathcal{A}_q}(q)$, and we already discussed that editO_{\mathcal{A}_q}(q,x_{k+1}) will be non-empty and thus constraint (Ca) holds in this case.

- $\forall \sigma' \in \Sigma^*: q \xrightarrow{\sigma \cdot (x_{k+1},y_{k+1})} q' \land q' \in Q_F.

In Algorithm 1, the condition tested in step 5 will evaluate to false in this case. It is important to notice that editI_{\mathcal{A}_q}(q) will be non-empty since from the condition for enforceability and Lemma 1.1, we know for sure that $\exists \sigma' \in \Sigma^*: q' \in Q, \sigma' \in \Sigma^*: q \xrightarrow{\sigma' \cdot (x_{k+1})} q' \land q' \in Q_F$ in $[\mathcal{A}_{\varphi}]]$. Thus, $x_{k+1}'$ will be an element belonging to editI_{\mathcal{A}_q}(q).

We have two sub-cases based on whether $\forall \sigma' \in \Sigma^*: q \xrightarrow{\sigma' \cdot (x_{k+1},y_{k+1})} q'$ and $q' \in Q_F$ in $[\mathcal{A}_{\varphi}]$ or not.

- $\exists \sigma' \in \Sigma^*: q \xrightarrow{\sigma' \cdot (x_{k+1},y_{k+1})} q' \land q' \in Q_F$ in $[\mathcal{A}_{\varphi}]]$.

In Algorithm 1, the condition tested in step 12 will evaluate to true in this case. Thus, $y_{k+1}' = y_{k+1}$ in this case and the event released as output by the algorithm at the end of $k + 1$th iteration is $(x_{k+1}',y_{k+1})$. We have $E_{\varphi}^*(\sigma \cdot (x_{k+1},y_{k+1})) = E_{\varphi}^*(\sigma) \cdot (x_{k+1}',y_{k+1})$.

Regarding constraint (Snd), from the definition of this case (i.e., $\exists \sigma' \in \Sigma^*: q \xrightarrow{\sigma' \cdot (x_{k+1},y_{k+1})} q' \land q' \in Q_F$), we know that $E_{\varphi}^*(\sigma)$ followed by the new input-output event released as output $(x_{k+1}',y_{k+1})$ can be extended to satisfy the property $\varphi$, and thus constraint (Snd) holds.

The reasoning for constraints (Mono) and (Inst) are similar to the previous cases since we saw that the algorithm releases a new event $(x_{k+1}',y_{k+1})$ as output after reading event $(x_{k+1},y_{k+1})$ at the end of $k + 1$th iteration.

Constraint (Tr) holds trivially in this case since $E_{\varphi}^*(\sigma) \cdot (x_{k+1},y_{k+1}) \not\models \varphi$.

Regarding constraint (Ca), we already discussed that edit_{\mathcal{A}_q}(q) is non-empty and $x_{k+1}' \in \text{editI}_{\mathcal{A}_q}(q)$, and $y_{k+1} \in \text{editO}_{\mathcal{A}_q}(q, x_{k+1}')$ from the condition of this case and definitions of editI_{\mathcal{A}_q} and editO_{\mathcal{A}_q}.

- $\forall \sigma' \in \Sigma^*: q \xrightarrow{\sigma \cdot (x_{k+1},y_{k+1})} q' \land q' \in Q_F$ in $[\mathcal{A}_{\varphi}]$.

In the algorithm, the condition tested in step 12 will evaluate to false in this case. $y_{k+1}'$ will thus be an element belonging to the set editO_{\mathcal{A}_q}(q,x_{k+1}') if editO_{\mathcal{A}_q}(q,x_{k+1}') is non-empty. Note that editO_{\mathcal{A}_q}(q,x_{k+1}') will be non-empty in this case since we know for sure that $\exists y_{k+1}' \in \Sigma^*: \sigma' \in \Sigma^*: q \xrightarrow{\sigma' \cdot (x_{k+1},y_{k+1})} q' \land q' \in Q_F$ in $[\mathcal{A}_{\varphi}]$ (from the enforceability condition, definitions, and Lemma 1.1). Thus $y_{k+1}'$ is an element belonging to editO_{\mathcal{A}_q}(q, x_{k+1}').

The output of the algorithm after completing the $k + 1$th iteration is $E_{\varphi}^*(\sigma \cdot (x_{k+1},y_{k+1})) =$
Thus Theorem 4.2 holds for $\sigma_1$.

Theorem 4.2 thus holds for $(x_{k+1}, y_{k+1})$ in this case.

2 APPENDIX: FUNCTIONAL DEFINITION

Recall that an input-output event (reaction) is a pair $(x, y)$, where $x \in \Sigma_I$ is the input and $y \in \Sigma_O$ is the output. Upon consuming an input-output event $(x, y)$ as input, the enforcer produces an input-output event $(x', y')$ as output immediately.

![Fig. 8. Enforcement function](image)

The enforcer first processes the input $x$ (i.e., input from the environment) and produces transformed input $x'$, and later it processes the output $y$ (i.e., output produced by the program), to finally produce the transformed input-output event $(x', y')$. As illustrated in Figure 8, the enforcement function $E_\varphi$ is defined by composing two functions $E_I$ and $E_O$, where function $E_I$ reads input from the environment $x$ (ignoring output) and produces transformed input $x'$, and $E_O$ reads transformed input $x'$ (output of $E_I$) and output $y$ (output produced by the program upon input $x'$) and produces/adds transformed input-output event $(x', y')$ to the output of the enforcer.

Definition 2.1 (Enforcement function). Given property $\varphi \subseteq \Sigma^*$ defined as DTA $\mathcal{A}_\varphi$, that we want to enforce, the enforcement function $E_\varphi : \Sigma^* \rightarrow \Sigma^*$ is defined as:

$$E_\varphi(\sigma) = E_O(E_I(\sigma_I), \sigma_O)$$

where:

$E_I : \Sigma_I^* \rightarrow \Sigma_I^*$ is defined as:
where $x' = \text{rand-edit}_I(q)$.

$$
E_I(\varepsilon_I) = \varepsilon_I,
$$

$$
E_I(\sigma_I \cdot x) = \begin{cases} 
E_I(\sigma_I) \cdot x & \text{if } \exists \sigma' \in \Sigma_I^* : E_I(\sigma_I) \cdot x \cdot \sigma' \models \varphi_I,

E_I(\sigma_I) \cdot x' & \text{otherwise}
\end{cases}
$$

where $x'$ is the output of the enforcement function $O$ given $\sigma_I$.

Let us understand Definition 2.1 further. Function $E_\varphi$ takes a word over $\Sigma^*$ and returns a word over $\Sigma^*$ as output. For a word $\sigma \in \Sigma^*$, $\sigma_I \in \Sigma_I^*$ is the projection of $\sigma$ on inputs, and $\sigma_O \in \Sigma_O^*$ is the projection of $\sigma$ on outputs. Function $E_\varphi$ is defined using two functions $E_I$ and $E_O$, and the output of function $E_O$ is the output of the enforcement function $E_\varphi$.

**Function $E_I$.** For a given word $\sigma \in \Sigma^*$, function $E_I$ takes the word obtained by projecting on the inputs ($\sigma_I \in \Sigma_I^*$) as input and returns a word in $\Sigma_I^*$ as output. Function $E_I$ is defined inductively. It returns $\varepsilon_I$ when the input $\sigma_I = \varepsilon_I$. If $\sigma_I$ is read as input $E_I(\sigma_I)$ is returned as output, and when another new input $x \in \Sigma_I$ is observed, there are two possible cases based on whether $E_I(\sigma_I) \cdot x$ can be extended to a sequence that satisfies the property $\varphi_I$ or not.

- If $E_I(\sigma_I)$ followed by the new input $x$ can be extended to a sequence that satisfies the property $\varphi_I$ (property obtained from $\varphi$ by projecting on inputs) in the future, then the new input $x$ is appended to the previous output of function $E_I$ (i.e., $E_I(\sigma_I \cdot x) = E_I(\sigma_I) \cdot x$).
- If the previous case does not hold, then $E_I(\sigma_I) \cdot x$ cannot be extended to satisfy property $\varphi_I$ in the future (i.e., $\exists \sigma' \in \Sigma_I^*$ such that $E_I(\sigma_I) \cdot x \cdot \sigma' \models \varphi_I$). Thus, input $x$ is edited using $\text{rand-edit}_I(q)$ to obtain transformed input $x'$, and this transformed input $x'$ is appended to the previous output of function $E_I$ (i.e., $E_I(\sigma_I \cdot x) = E_I(\sigma_I) \cdot x'$). Function $E_O$ takes an input word belonging to $\Sigma_I^*$ and an output word belonging to $\Sigma_O^*$ as input, and it returns an input-output word belonging to $\Sigma^*$ which is a sequence of tuples, where each event contains an input and an output.

Function $E_O$ is defined inductively. When both input word and output word are empty, the output of $E_O$ is $\varepsilon$. If $\sigma_I \in \Sigma_I^*$, and $\sigma_O \in \Sigma_O^*$ is read as input, its output will be $E_O(\sigma_I, \sigma_O)$, and when another new input event $x$ and output event $y$ are observed, there are two possible cases based on whether $E_O(\sigma_I, \sigma_O) \cdot (x, y)$ can be extended to a sequence that satisfies property $\varphi$ or not.

- If $E_O(\sigma_I, \sigma_O)$ followed by $(x, y)$ can be extended to a sequence that satisfies $\varphi$, then $(x, y)$ is appended to the previous output of function $E_O$ (i.e., $E_O(\sigma_I \cdot x, \sigma_O \cdot y) = E_O(\sigma_I, \sigma_O) \cdot (x, y)$).
- If the above case does not hold, then $E_O(\sigma_I, \sigma_O) \cdot (x, y)$ does not satisfy $\varphi$ and there is no extension $\sigma' \in \Sigma^*$ such that $E_O(\sigma_I, \sigma_O) \cdot (x, y) \cdot \sigma' \models \varphi$. Thus, output $y$ is edited using

\footnote{The automaton $A_{\varphi_I}$ is created from $A_\varphi$ by projecting on inputs (see Section 2.2.2) and therefore has an identical structure with the only difference being that outputs are ignored on the transitions of $A_{\varphi_I}$. The set of states in $[A_\varphi]$ and $[A_{\varphi_I}]$ are the same. Note that if there exists a path to state $q$ from the initial state upon $E_O(\sigma_I, \sigma_O)$ in $[A_\varphi]$, then there also exists a path to state $q$ upon $E_O(\sigma_I, \sigma_O)$ (which is $E_I(\sigma_I)$) in $[A_{\varphi_I}]$.}
random element from \( \mathcal{A}_\varphi \). Function \( \text{rand-editO}_\varphi(q, x) \) returns \( y' \in \Sigma_O \) such that \( E_O(\sigma_I, \sigma_O) \cdot (x, y') \) can be extended to a sequence that satisfies \( \varphi \).

Regarding state \( q \) in definitions \( E_O \) and \( E_I \) at state \( q \) is the state reachable in \( \llbracket \mathcal{A}_\varphi \rrbracket \) upon \( E_O(\sigma_I, \sigma_O) \). \([\mathcal{A}_\varphi] \) and \([\mathcal{A}_\varphi_I] \) have the same set of states. In definition of \( E_I \), \( q \) correspond to the same state in \([\mathcal{A}_\varphi_I] \), which is a state reachable in \([\mathcal{A}_\varphi_I] \) upon \( E_I(\sigma_I) \).

**Definition 2.2 (Optimal enforcement function).** Given property \( \varphi \subseteq \Sigma^* \), that we want to enforce, the optimal enforcement function \( E_\varphi\text{-opt} : \Sigma^* \rightarrow \Sigma^* \) is defined as:

\[
E_\varphi\text{-opt}(\sigma) = E_O(\sigma_I, \sigma_O) \cdot E_I(\sigma_I, \sigma_O).
\]

The only difference in \( E_I\text{-opt} \) compared to \( E_I \) in Definition 2.1 is that in \( \text{minD-editI}_\varphi \) is used instead of \( \text{rand-editI}_\varphi \). That is, \( x' = \text{rand-editI}_\varphi(q, x) \) replaced with \( x' = \text{minD-editI}_\varphi(q, x) \). Thus, instead of picking any random element from \( \text{editI}_\varphi(q) \) an element in \( \text{editI}_\varphi(q) \) which differs minimally w.r.t. the actual input \( x \) is selected using \( \text{minD-editI}_\varphi(q, x) \).

Similarly, the only difference in \( E_O\text{-opt} \) compared to \( E_O \) in Definition 2.1 is that in \( E_O\text{-opt} \), \( \text{minD-editO}_\varphi \) is used instead of \( \text{rand-editO}_\varphi \) (i.e., \( y' = \text{rand-editO}_\varphi(q, x) \) replaced with \( y' = \text{minD-editO}_\varphi(q, x, y) \)).

**Theorem 2.3 (\( E_\varphi\text{-opt exists iff } E_\varphi \) exists).** Given some property \( \varphi \), an optimal enforcer \( E_\varphi\text{-opt} \) (according to Definition 2.2) exists iff an enforcement function \( E_\varphi \) (according to Definition 2.1) exists.
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